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EXECUTIVE SUMMARY

After decades of travel, the fastest man-made object, the Voyager Spacecraft, has only recently
passed the edges of our solar system. Since the launch of Voyager in 1977, spacecraft engines
have not fundamentally changed. In regard to asteroid mining, the use of chemical propellants

is not practical due to their low specific impulse and ultimately insufficient delta-V.

The incredible energy density of antimatter is the key to unlocking the solar system for practical
business and human exploration. When antimatter annihilates with matter, it releases an
amount of energy equal to the rest mass of both particles in the form of photons. This results in
a specific energy of 90M]J/ug, the highest known specific energy of any process. Since the
prediction and discovery of antimatter in the 1920’s and 1930’s, its’ use as an energy source for

rocket propulsion has been considered in many forms but has yet to be demonstrated.

Producing antimatter is straight forward, but antimatter trapping is challenging. Our concept
uses a radioisotope to generate antimatter via beta-decay. These antimatter particles are
collected, and their density tailored to generate fusion reactions which provides high
performance thrust. The neutrons produced in the fusion reaction are used to generate more
radioisotope via neutron capture. This constitutes the first closed-closed cycle antimatter rocket

engine of its kind.

Why Positrons? The positron, or anti-electron, is the antimatter counterpart of the electron. It
has the same mass as an electron but opposite charge. Positrons are produced by several readily
available radioisotopes (e.g. Na-22, Co-58, Kr-79) in large number and with a broad energy
spread. By creating long-lived radioisotopes that emit positrons, we can essentially ‘store’ the
positrons in the nuclei of the radioisotope, eliminating the need for high magnetic field storage

techniques.

In light of these high delta-V mission opportunities and Positron Dynamics’ technology
developments, we propose a means of antimatter-based propulsion that does not require gamma
ray reflection, long-term storage of antiprotons or positrons, and can be integrated into a
medium sized (<1000kg) spacecraft. In this Phase I effort, we have analyzed the feasibility of
this radioisotope positron propulsion (RPP) concept. In addition, we have applied the concept
to a specific mission, the capture/redirect of asteroid 2009BD, comparing the performance of

RPP with the original electric propulsion ARM concept.
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1.Introduction — Antimatter Propulsion

The idea of using antimatter as a propulsion fuel for spacecraft was proposed by Eugene Sanger in the
1950°s [1] (Fig 1). Significant technical barriers have kept the cost of usable antimatter well outside
the realm of propulsion applications, but progress has been made in recent years. This section will
cover some background on antimatter propulsion, a positron physics introduction, and a quick look at

previous work in antimatter propulsion.

1.1 Background
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Figure 1. On the left, the original ‘Photonraket’ design of Sanger [2]. On the right, the annihilation
events generate fusion reactions and charged particles which are guided to produce thrust.

Early concept did not completely consider the technological and financial hurdles required to produce
and store massive amounts of antimatter, nor the challenge of directing the energy produced in
annihilation of antimatter and matter. Anti-protons and positrons are the two antimatter particles
most often considered for propulsion applications.

In general, positrons are significantly easier to produce, while anti-protons require accelerator energies
on the scale of CERN. Over the past 20 years the cost of radioisotope-based positron production has
decreased, and the techniques have become more widely known [3, 4]. Our solution to antimatter
propulsion is based on using radioisotope sources of positrons to generate fusion reactions in solid
targets (see Fig. 1).

1.2 Positrons — The Basics
The positron is the antimatter counterpart of an electron and is sometimes referred to as the anti-
electron. It has the same mass as an electron (511.0031 +/- .0032 keV/c* )[49], but opposite charge
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and magnetic moment. Like the electron, the positron is a fermion with spin +1/2 or -1/2. It’s

lifetime in vacuum is essentially infinite (>10*' years; [50]).

Figure 2. Predicted by Dirac in 1930, the positron was discovered years later at Caltech by Carl
Anderson who captured this 63MeV positron bending the “wrong way” in this historic cloud chamber
track [51-53]. Reproduced from [51].

1.2.1 Positron Sources

There are many ways to create positrons (see Fig. 3). Most sources of positrons require massive
amounts of infrastructure (e.g. Nuclear reactor, Linear Accelerator, k] Laser Facilities). For the
purposes of spacecraft propulsion, a radioisotope source is the most attractive as it does not require
power to generate antimatter because the unstable isotope decays naturally. A refined quantity of
radioisotope will have relatively low mass and a high activity limited only by the specific activity of the

radioisotope.
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Figure 3. Creating positrons. Most of the radioactive positron sources make use of (p,n) or (n,y)

reactions in accelerators or reactors to prod uce a positron emitting isotope | 54].

1.2.2 Annihilation

A unique property of antimatter interactions with matter is the possibility of annihilation, or the
conversion of the total energy (kinetic and rest mass energy) of two particles into electromagnetic
radiation. For an electron and positron, the annihilation process can be understood in terms of their

associated Feynman diagrams, shown in Fig. 4.



Figure 4. Feynman diagrams for the one, two and three-photon annihilation events.

Single photon annihilation is only possible in the presence of a 3™ body, typically an electron or
nucleus which can absorb the recoil momentum required by conservation. The addition of a vertex in
the Feynman diagrams, illustrated above, decreases the probability of such an event by a factor of the
order of the fine structure constant, o ~ 1/137, hence the cross section for 3-photon annihilation is

more than two orders-of-magnitude smaller than for 2-photon annihilation [62].

In condensed matter, the positron will rapidly thermalize through interactions with the surrounding
electrons. Eventually, the positron will annihilate with an electron in the material and emitting several
gamma rays. In metals, the positron will annihilate with a mean lifetime of, typically, only a few
hundred picoseconds. In insulators and in large open volumes in semiconductors, the positron can
bind with an electron to form an atom of positronium (Ps), the bound state of an electron-positron
pair.

1.2.3 Positrons in Materials

From the time of impact on the surface of a material, the positron can undergo many processes
spanning approximately six orders-of-magnitude in time through thermalization, diffusion, trapping,
and eventually annihilation with an electron. Fig. 5 shows the characteristic timescales of different

processes in the life of a positron.

Thermalization Diffusion Trapping/Annihilation
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elastic/inelastic ~ phonon bulk defect positronium
scattering scattering annihilation annihilation annihilation
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Figure 5. Positron timeline in materials from impact to annihilation.
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Once thermalized, positrons will diffuse until they either annihilate in the bulk or are trapped in a
defect or surface state. Diffusing positrons are repelled by nuclei and spend most of their time in the
interstitial regions between atoms of the lattice. Positrons can be ejected from the surface of a material

if the surface has a negative work function allowing the moderation of and ensemble of positrons.

1.2.4 Moderation

All known positron sources produce a continuous distribution of positrons with high energy in the
range between a few hundred keV to several MeV. In order to use these positrons, they have to be
cooled to more reasonable temperatures (-e¢V). Madansky and Rasetti realized the need for a cooled
source of positrons in the 1950’s but were unsuccessful in their first attempts at moderation [55].
Slow positron production was not observed until 1958, when Cherry used a chromium-on-mica

surface to produce positrons with 0-5eV energies with an efficiency of fast to slow conversion of 10

[56].
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In the late 1980’s, it was discovered that solid-state rare-gas crystals produced low-energy positrons
with extremely high efficiencies approaching 1% [57]. Positrons emitted from these moderators do
not have a thermal energy distribution, as is the case with the metallic moderators. The mechanism
for moderation is consistent with the ‘hot’ positron model, where positrons are emitted from the
surface due to their incomplete thermalization because of the absence of efficient energy loss

mechanisms below the electric band-gap.

The efficiency of modern positron moderators is currently limited by the short diffusion length of the
positrons inside the bulk, typically a few tens or hundreds of nm’s. In the presence of an electric field,
however, positrons will gain a drift velocity in the direction of the field, in principle increasing their
diffusion length. This technique was first proposed in 1979 and is referred to as Field Assisted
Moderation (FAM) [58,59]. FAM has been used to increase the positron diffusion length in
Diamond [60] by applying a potential to deposited Au mesh, although the absolute efficiency was
limited by the annihilation at the deposited Au layer.

Positron Dynamics has developed a new moderator geometry that utilizes FAM and a crossed electric
and magnetic field extraction technique that is expected to reach much higher moderation efficiencies

than currently achievable with solid rare gas moderator geometries. (see Proprietary Appendix X).

1.2.5 Positron Beams

In order to use a high-efficiency positron source based on the rare gas moderator, which does not lead
to complete thermalization, an additional step is required to obtain a room temperature, or completely
thermalized, beam. A number of techniques have been developed [81].

The trapping of positrons within a buffer gas trap (BGT) relies on inelastic collisions with the buffer
gas or gases. Inclastic collisions with a trapping gas are used to dissipate the kinetic energy of the
positrons so that they can be trapped within an electrostatic well. The trapped positrons thermalize with
the system via collisions with a cooling gas. Typically, nitrogen (N>) is used as a trapping gas and
tetrafluoromethane (CFy) is used as a cooling gas. The various techniques that have been developed over
the past 20 years or so have been recently reviewed [81]. A buffer gas traps (BGT) can be used to generate
a high-repetition rate or high-intensity beam [82]. An example of a BGT used for daily operation at the
University scale is shown in shown in Fig. 7. Here, a mono-energetic positron beam is used to investigate
the Nano-scale vacancies using a technique known as beam-based Positron Annihilation Lifetime
Spectroscopy (PALS). Work towards a binary-gas BGT [83,84] should result in the simplification of
the supporting equipment required to operate a BGT.
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Figure 7. A typical university research positron beamline, using radioisotope source with frozen rare
gas moderator, buffer gas trap (inset) and magnetic transport to a sample. Reproduced from [80].

1.3 Previous Concepts and Challenges

Since the discovery of the anti-electron in the 1930, there have been several proposed concepts for
antimatter-based propulsion, none of which have been demonstrated. The main driver behind these
concepts is the energy density of antimatter (when annihilated with matter) at 90M]/ug, the highest of
any known substance. In 2015, NASA’s Office of the Chief Technologist released a “Technology
Roadmap’ which describes the technological hurdles that must be overcome in order to move beyond

chemical propulsion and harness the potential of antimatter [75].
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Antimatter Propulsion
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Figure 8. The Taxonomy of antimatter propulsion.

In general, the earlier concepts like antiproton/proton annihilation (i.e. Pion Rocket) utilized
annihilation products directly to produce thrust. While these concepts promise incredibly high
propulsion performance, they required massive amounts of antimatter (antiprotons) not feasible in the
foreseeable future.

It is the direct conversion of mass to electromagnetic energy which makes antimatter propulsion the
'holy-grail' of in-space propulsion. Using gamma rays directly for propulsion, as envisioned by Sanger
in the 1950’s, requires the ability to efficiently reflect gamma rays. No currently known (solid state)
material is capable of gamma-ray reflection. In general, the absorption of photons scales with the mass
of the material. Thus, it is likely that a gamma-ray mirror would be prohibitively massive for a
spacecraft. Without a gamma-ray mirror, the only mechanism known to produce a well collimated
beam of gamma-rays is the gamma-ray laser. This requires production and control of a Bose-Einstein
Condensate (BEC) of positronium atoms (a bound state of a positron and an electron). To-date, a
BEC of positronium has not been produced.

Later concepts used the annihilation energy to heat a propellent before exhausting in a traditional
rocket nozzle. In the 1990’s, hybrid concepts were developed that took advantage of the high energy
density of antimatter to catalyze fusion or fission reactions [70-72]. These concepts rely on the transfer
of energy from annihilation events to produce fission and/or fusion reactions [6, 7], but required
unrealistic amounts of stored antiprotons or anti-hydrogen using current technology.
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More recently, it was shown that positrons are created by intense laser pulses on high-Z targets using
the Trident/Bremsstrahlung process [73]. In this work, 2 x 10'° positrons were created from a single
shot of the Titan Laser at LLNL, at ~200] per pulse. Based on this, propulsion concepts were

developed that utilize laser produced positrons to catalyze fusion reactions [74]. The performance of
such a system is likely limited by the inefficient conversion of laser photons to positrons

(10" positrons/k]), and the requirement to moderate and direct the very high energy positrons
(>MeV) towards interaction with a fusion fuel. If an on-board laser were used (i.c. interplanctary
missions), the mass of the laser required to generate fusion burns would further reduce overall system
performance. Similarly, pulsed lasers have been used to initiate fusion reactions, however, the mass
and power requirements of such laser driver systems limits their use in space propulsion applications
[8,9], using current laser technology.

In 20006, a NASA Institute for Advanced Concepts (NIAC) study of positron propulsion investigated
3 different positron fueled engines; solid-core, gas-core, and ablative [5]. This study investigated
techniques requiring ug’s to mg’s of stored positrons but offered only moderate improvements to
specific impulse over chemical and nuclear thermal propulsion. Storage of ug’s of positrons requires a
several orders of magnitude improvement over current state of the art. Antiprotons (and anti-
Hydrogen), while offering much larger amount of energy per annihilation event, not only require
large accelerators (e.g. CERN, Fermilab) to produce, but they also face the same storage difficulties as
positrons.

Storage Limitations

The fundamental limit of any charged particle beam system is the space charge limit. This occurs
when the charge density becomes sufficiently high that the beam interacts with itself. In a charged-
particle trap most common to positron beam physics, the charge density repulsive forces are
counteracted by the ‘end-cap’ electrodes. As the charge density increases, so to does the required
clectrode potential to contain it. Uldimately, unrealistic potentials are required. In addition,
confinement in the radial direction require a magnetic field. This drives another fundamental trap
density limitation, called the Brillouin limit. The Brillouin limit requires that the energy stored in the
rest mass of the trapped particles is always less than the energy stored in the confining magnetic field
[85]. This is the primary reason for the relatively low performance of ‘antimatter-trap’ based
propulsion concepts.

The primary challenges of an antimatter propulsion system include:
1. Production & Storage of antimatter
2. Conversion of the annihilation products into propulsive force

To address challenge #1 above, we propose the use of a radioisotope source of positrons (Kr-79)
produced via neutron capture, eliminating the need for long-term storage of antimatter
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To address challenge #2 above, we utilize the positron-electron annihilation energy to catalyze a
nuclear fusion reaction(s), resulting in fast charged particle products that produce thrust.

1.4 Asteroid Retrieval

One application where a high specific impulse antimatter-based propulsion system would be beneficial
is an asteroid capture and return mission. This type of mission is demanding not only in the spacecraft
propulsion requirements, but also in the rapid response required, from detection to mission launch.
Therefore, minimizing launch mass is a critical factor in mission design — as this expands flexibility in

launch vehicle opportunities.

Cost effective access to asteroids opens up a range of applications such as mining for resources,
including several rare materials used in electronics and other manufacturing, and in situ resource
utilization (ISRU) for subsequent interplanetary missions. (e.g. water for life support, Deuterium
fuel). Retrieval of the entire asteroid and bringing it to the proximity of Earth at a low cost, allows for
the return on investment to be realized and for potential commercial markets to be created. Another
important facet of RPP capability is the improved reconnaissance of asteroids through rapid scout and
sample return missions. This may also be important to the long-term planetary defense from asteroid
impact- understanding both the makeup of asteroids with the potential to collide with Earth as well as

developing a means to alter their orbits are essential capabilities [119].

We will describe a high specific impulse propulsion system - Radioisotope Positron Propulsion (RPP)
- and compare this system with Solar electric propulsion (SEP) in the context of an asteroid retrieval

mission.

2. Technology Concept:

Currently, Antimatter Annihilation Catalyzed Fusion Propulsion is a concept that has been
formulated and analyzed [11,38,39], although no experimental demonstration of thrust has been
realized. Thus, we assign the current TRL as (1-2). The goal of this Phase I work was to advance the
RPP thruster concept to TRL (3) by documenting and describing the feasibility of the concept.

Radioisotope Positron Catalyzed Fusion Propulsion works by injecting pulses of positrons onto a
region of high Deuterium density [10,11]. The positron-electron annihilation couples to a lattice-
trapped deuteron giving it a kinetic energy kick [12]. This 'knock-on’ process provides a mechanism
to accelerate Deuterium ions using positrons. The accelerated deuteron has sufficient kinetic energy to
fuse with other deuterons in the substrate [13]. Thus, the high energy density of antimatter
(positrons) can be converted into kinetic energy of a deuteron leading to a fusion reaction. These
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fusion reaction products produce the propulsive force. Neutrons from these fusion reactions are

captured in a nozzle blanket to produce a positron-emitting radioisotope, which is enriched and

deposited onto a source layer, producing more positrons and more thrust. This ‘breeder’ fuel cycle

avoids the need to store large amounts of antimatter and allows for launch with a minimal amount of

radioisotope.

Substrate

79Kr Positron Pulse

Figure 9. RPP Concept overview
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Raghavan and Mills [14] and has been shown experimentally to produce excited metastable states of
surrounding nuclei (Fig. 10 left) [15-17].

Fig. 10 (right) shows the Feynman diagram for a similar nuclear excitation process, whereby a virtual
photon imparts a large amount of kinetic energy to a trapped deuteron, theorized by Morioka [12]. The
fusion rate becomes A2 = RAp where R is the non-relativistic spin averaged differential cross section for
the momentum transfer process described above. Although the value for R will depend on the substrate
material characteristics, it has been calculated to be R~107 for reasonable atomic parameters. Initial
measurements of this probability indicate R is closer to 0.1 [18]. The higher than expected value for R
is not yet explained. However, Morioka’s original theory did not take into account more than a single
Deuterium atom in a lattice vacancy. As such, the local density and quantum state are likely to play a
role in the annihilation momentum transfer probability.

Once this momentum transfer to the deuteron occurs, the fusion reaction probability is determined by
the DD fusion cross-section and surrounding Deuterium number density [13,19].

2.2 Ignition

By combining dense Deuterium surface states with an intense pulsed positron beam, our aim is to
generate a fusion burn in a planar target. While the physics of inertial confinement fusion (ICF) has
been developed over the last five decades [88], this concept differs in several important ways.
Typically, ICF geometry is spherical, not planar. To reach sufficient densities and temperatures, lasers
(ICF drivers) pre-compress the fusion fuel. This process leads to several inefficiencies (e.g. Rayleigh-
Taylor instability) that make producing fusion burns, and reaching break-even energy production,
difficult. During this compression of the fusion target, densities approaching 10*g/cm’ can be
achieved. By creating dense Deuterium clusters in a thin substrate with densities >10°g/cm3 [27,28],

we eliminate the need for a laser compression.

Palladium Dense D
substrate layer
Implantation Figure 11. Microfusion ignition of
Positron pulse . )
volume Deuterium based on pulsed positron
5 beam implantation.
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While spherical symmetry is lost, we can still estimate energy deposition required to satisfy Lawson

criteria for ignition; charged particle focusing limits place a realistic lower bound on positron beam

diameter. Another limiting factor is positron pulse duration. Positron beam pulse widths of <400ps

are routinely created in the lab [4]. Simulation and analysis results for ignition characteristics are

included in Section 3.2.

2.3 Positron source breeding

While radioisotope sources with long
half-lives (>1 yr.) made with proton
accelerators (e.g. Na-22) on earth are
sufficient for low-thrust or small total
impulse [11], a regenerative source of
positrons will be required to reach thrust
levels required for more demanding
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Figure 12. Production channels for 79Kr, including the neutron
capture cross section 78Kr(n,g)79Kr (solid blue) considered for

the Deuterium-Deuterium fusion process breeding positron emitting radioisotope 79Kr. Reproduced from [33].

produces an abundance of fast neutrons.

As such, we propose a radioisotope breeding technique that utilizes the neutron capture cross section
of Krypton-78 [33] to produce Krypton-79, a positron emitting radioisotope with 35-hr half-life (see
Fig. 12). Using neutrons in this manner to generate a positron beam was originally conceived by
Mills in 1990’s [35,36]. It is estimated that 10-100 atm blanket of pressurized Kr will be sufficient to
thermalize these hot neutrons within a reasonable length scale (<1m). The Kr then passes into the
cryogenic isotope enrichment stage. This allows for source specific activities (>kCi/g) high enough to
generate the number of positrons, considering the low branching ratio, required for higher thrust

levels. The Krypton blanket is described in detail in section 3.5.2.

2.4 Source and Moderator

Hot positrons are generated from layers of Kr (’Kr-rich) frozen onto a metallic surface adjacent to an
array moderator structure. The source thickness is minimized, and the enrichment factor is
maximized in order to reduce self-absorption of emitted positrons. The source deposition area is
limited practically by the ability to produce strong and uniform magnetic field used to radially confine
the positrons produced in decay of 7”Kr. We will focus our analysis on source deposition areas between
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100-500 cm?. The moderator, described in Appendix C, utilizes an array of wide band-gap
semiconductor (e.g. SiC) thin films in a field-assisted geometry to efficiently produce ~€V positrons.

2.5 Beam System

The purpose of the positron beam system is to generate large pulses of focused positrons and direct
them onto a fusion target. The system is composed of 3 sections — accumulator, compression and
pulsing (bunching). The challenge with such a system is to maintain high efficiency in each of the
stages, while minimizing the size and mass of the entire system for space applications. Details of this

system are included in section 3.3.

3. Results:

Key technical questions this report answers:

1. Given recent measurements of positron annihilation catalyzed fusion cross section, is fuel
ignition achievable using pulsed positron source?

2. Can the required positron source, accumulator and charged particle pulsing optics be integrated
into Size, Weight and Power (SWAP) envelope of a spacecraft, while maintaining reasonable
propulsion performance metrics?

3. Will the propulsion system benefit a proposed mission supplication (asteroid retrieval)?

Sections 3.1-3.5 provide answers to the first two key questions, and lead to a refined Reference
Spacecraft Design which further allows us to answer the mission specific question in Section 3.6.

3.4.3 3.5.4 Fuel system 3.5.1
?gKr Radiator
Enrichment | 3.4
9K
3.3.2 Generation 3.5.6
Positron Cooling 3.3.2 3.3.3 Thrust
3.3.1 Accumulator Beam Optics
Positron
Source/Moderator| arget/Ignition
3.1/3.2
-~

]
Figure 13. An overview of the RPP subsystems with corresponding analysis/results section.
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3.1 Positron Implantation

Can we inject a positron pulse into
a localized depth in a fusion target?

To ensure a large fraction of implanted positrons annihilate near or on the interface of the dense

Deuterium layer and the substrate, we need to determine the optimum implantation energy and

substrate thickness. In order to target a specific depth, the implantation profile P(z, E) must be

determined. In simple cases, P(z, E) can be approximated by a ‘Makhov profile’, named after A.F.

Makhov’s original work on electron implantation [76], which has been found to agree with

measurements [77].

Alternatively, an implantation profile can be determined using a Monte-Carlo simulation of the

thermalization process in a (complex) layered system. The computer code PENELOPE is well suited

to this task [40]. The simulation algorithm is based on a scattering model that combines numerical

databases with analytical cross section models for the different interaction mechanisms with energies

up to ~1 GeV.

Transmission / Reflection

A positron incident on a solid surface may be elastically scattered backwards away from the surface or

it may enter the bulk of the material. In the context of RPP, reflection will result in reduced

propulsion system performance. The reflection of a positron due to nuclear scattering (backscattering)

is similar to the electron scattering process with the main difference being the repulsion from atomic

nuclei rather than attraction for the case of the electron.
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layer as a function of the incident positron
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The reflection and transmission coefficients determined using the PENELOPE code are shown in Fig.
14. These results indicate that a low (~1keV) energy positron beam is optimum to minimize reflections
upon implantation into a Pd substrate. The reflection coefficient rises to 30 % by 20 keV. The rapid
rise of the reflection coefficient may provide a means of diagnosing the surface of the fuel substrate. As
the primary consideration of the positron beam system is to provide a high positron density within the
fuel substrate, the reflected portion of the beam could be recaptured to minimize the loss of positrons.
Ultimately, the implantation energy needs to be sufficient to optimize the overlap of the implanted
positrons and the dense deuterium fuel.

The Planar Target

5000 : . ;
Palladium Dense D
1 keV
4500 - substrate layer % 2keV |
4000 [ 13kev
i ) Implantation |:| 4 keV i
Posiwron pulse volume [ J5kev
3500 - [ I6kev |
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2 o T 9kev
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Figure 15: Implantation of positrons into a planar fuel structure shown in the inset with Tra = Tp = 10
nm for energies ranging from I to 50 keV.

The longitudinal extent of the thermalized positrons changes drastically within the planar fuel
substrate, as seen in Fig. 15. Channelling is also a possibility in crystalline substrate (Pd)[78], which
causes a shift of implantation profiles towards the bulk or skews the distribution deeper into the
material. From the results shown in Fig. 15, positrons with energies between 4 and 7 keV enter the

fuel substrate and thermalize within the top 1 nm of the dense Deuterium layer after traversing 10 nm
of the Pd substrate.
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Figure 16: Radial expansion of the positron beam positrons within the fuel substrate (Tra = Tp = 10
nm) as a function of the incident positron beam energy.

The expansion of the beam in the transverse direction is shown in Fig. 16. At high implantation
energies, the transvers extent of thermalized positrons within the fuel substrate is narrower than at low
energies. High energy positrons scatter preferentially in the forward direction. Thus, the transvers
extent of the positrons at higher energies (-50 keV) is effectively frozen at the Pd-deuterium interface
in the fuel substrate.

According to these Penelope results, a positron beam with a kinetic energy between 4 and 7 keV can
be injected into a Pd substrate loaded with dense Deuterium located at 10 nm below the surface with
an efficiency of 94 %. These positrons will have thermalized with the substrate within a longitude
dimension of 1 nm. The radial expansion of the incident beam due to thermalization with the
substrate leads to an expansion of the transverse extent by 5-10 nm. This results in an implantation
volume within the dense Deuterium layer for a 25 pum radius positron beam of approximately 2¢-18
m’ or 2e-12 cm’®.
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. . ... . . -1 - Can we generate microfusion ignition in
3.2 Microfusion ignition using positron annihilation

solid targets using positron pulses?

Fast ignition is a promising technique for generating inertial confinement fusion, where Deuterium
and/or Tritium are first compressed with a set of lasers to densities higher than 100g/cm3, followed by
another laser pulse or ion beam that ignites part of the compressed fuel, and the fusion burn
propagates across the entire fuel pellet [89].

Previous work with ion-beam driven inertial confinement fast ignition gives us a rough order-of-
magnitude requirement for energy deposition requirement to initial a fusion burn in Deuterium-
Deuterium fuel. In the fast ignition scheme, it is estimated that a Deuteron beam of approximately
10'® ion/cm? would achieve ignition in a 10nm thick Palladium foil, loaded with D clusters at a 10%

packing fraction [79].

The RPP concept, where the positron/electron annihilation Palladium Dense D

momentum transfers to a Deuteron, has similarities to ion- substrate layer

beam driven inertial confinement fusion concepts. We can

make a first positron beam ignition estimate, assuming _
Implantation

R=0.1 and a 50um beamspot diameter. In this case, ignition | Positron pulse lum
volume

should be achieved with a pulse of 2.5x10"" positrons.
3.2.1 Lawson Criteria o

Another means of predicting ignition parameters is to use

the Lawson Ciriteria to estimate density, temperature and

confinement time requirements to reach ignition [88]. Tpy To

If we consider the Lawson criteria with number density n, Figure 17. Estimating fusion ignition (Lawson Criteria)

confinement time 7: based on pulsed positron beam implantation.

:Tkzz Where kj, is Boltzmann’s constant and Q ~3.5MeV (for DD fusion). In the case where

annihilation of a pulse of 10'? positrons injected into a 10um beamspot, a large number of MeV

T>

Deuterons in the implantation volume deposits >10'° W/cm? leading to a ~keV plasma, similar to
what has been measured for comparable laser intensities [25-29]. Confinement times can be estimated

with the ion sound velocity and hot spot depth, To: T ~ T /Cs. Using Cg = /% , where v is the

adiabatic index and Z is charge state, gives a sound velocity [19] of Cg = 2.7x10°m/s ata
temperature of 1keV and a confinement time in the range of 200ns to microseconds assuming D layer
thickness >nm.

The DD fusion reaction rate (Maxwellian averaged) at 1keV is < ov >= 1.5x107%2cm3/s. The
Lawson Ciriteria is satisfied when the confinement time is larger than a few nanoseconds (estimated
>200ns above).
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3.2.2 0-D Model

A 0-D model of positron annihilation catalyzed fusion was developed using measured [Appendix B]

positron annihilation momentum transfer probability. This model (see Fig. 18) included a model of
radiative energy loss, ionization, and fusion cross sections from most recent databases. Details of the

implementation of this model are found in Appendix D.

D+ Ta,Ta+ Te . Figure 18. Control volume
> g: A~ out for 0-D ignition model.
in
Ng+, Ng, Ne-

While the model did not include any geometry or boundary conditions, it indicated that a pulse of
approximately 10" positrons was sufficient to generate microfusion events in solid D targets for
realistic combination of positron implantation densities and target densities and assuming realistic
pulse characteristics from previous research (pulse temporal width, pulse width, energy and depth
distribution). The model assumes an R value of 0.1 (D* density is an order-of-magnitude lower than
positron implantation density)

Time Evolution

The simulation code also outputs the species temperatures and densities for each run as a function of
time, allowing us to study the temporal evolution of the simulation. Figure 19 and 20 show two such
cases. The injection deuteron density is the same in both runs, but the target density is about 1.5
orders of magnitude greater in the plot on the left. Here we can see that once the beam is shut off at
t = 50 ps, the ion density rapidly decays until matching that of the target. This is an example of the
elastic collision transfer. The two population temperatures then continue to decay, likely due to line
emission. A very different behavior is seen with the case on the right. Here, there is no clear indicator
for when the beam was switched off. The temperature is decaying but at a much slower rate. This
indicates that a fusion reaction is ongoing. In this particular case, the reaction will likely eventually
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quench itself, however, the time during which the burn is sustained may be sufficient for propulsion
application.
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Figure 19. Time evolution of Deuterium (red) and deuteron (black) temperatures for two simulations
withng+ = 7.8 X 1021 and ng = 2.3 X 1027 m?

Fig. 19 shows a case where an insufficient number of positrons are injected into the fuel, and the
energy loss mechanisms dominate over fusion energy gains. We also see that the timescale for energy
loss is on the order of ~ns, which is promising for the expected positron pulse widths of several

hundred ps.
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Figure 20. Time evolution of Deuterium (red) and deuteron (black) temperatures for two simulations
withng+ = 7.8 X 1021 and ng = 2.3 X 1025 m?.

Fig. 20 shows the final temperature of Deuterium and tritium atoms as a function of injection
deuteron (x-axis) and target Deuterium (y-axis) density. Specifically, these plots indicate that the
density of the energetic deuterons from the annihilation reaction needs to reach at least 102° m* for

the fusion to ignite. Interestingly, the model predicts an influence of the target density.
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Figure 21. 0-D Model Fusion ignition landscape. Colors represent final temperature of background
Deuterium (see right) versus target Deuterium density and initial energetic Deuteron density
(generated via positron annihilation).

In some cases, increasing density of the target fuel can actually have a detrimental effect on the
ignition, which could be due to interspecies elastic collision transfer. For example, at a positron
implantation density of 1E21m™ (D+ density of 1E20m™), as the target density increases above 1E26
3

m”, more and more of the energetic deuterons kinetic energy is transferred to heat the background

Deuterium, but below temperatures required for fusion reactions.
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Figure 22. Tritium number density The results below show results obtained on a 20 X 20 grid with
(na)g+ € [10*%,10%°] and ng € [102°,1034] m?.

Fig. 22 shows the number density of tritium. Presence of this species is indicative of fusion reaction

occurring as it is not present in the cell at the start of the simulation. This gives us an idea of what the

ideal background Deuterium and positron implantation density, since the burn fraction will be related

to the Tritium density compared to the background Deuterium Density. For example, the white circle

in Fig. 22 indicates a density regime where the burn fraction could reach 10%.

3.2.3 2-D Model

To make the simulation of ignition more realistic, a 2-D particle in cell environment (adapted Monte

Carlo) was created with required collisional cross sections and demonstrated thermalization of

energetic Deuterons from the initial positron pulse. The goal of this initial effort was to demonstrate
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physical processes of the 2-D simulation over a short simulation time period (2,000ps). We continue
to add relevant physics to the 2-D PIC simulation (radiation, ablation, ionization, fusion cross
sections) in order to determine required positron pulse properties to achieve ignition. Details of the
implementation of this model are found in Appendix D.

.»3( +02)

Figure 23. Temperature of neutral Deuterium with background density of 10°° m? after 2x10” sec
simulation time.

Initial results indicate that collisions can transfer energy to the background Deuterium and give rise to
temperature distributions like that in Fig. 23 above. However, the MCC solver struggles with densities
higher than 10?° m™. A more robust energy solver is under development that will handle background
densities up to 10°* m™.

Line Emission
While energy transfer from the hot ions to the neutrals is the primary heating mechanism, there are also
some cooling mechanisms that need to be considered. The first one is radiative loss per line emission.

Following the AMDIS model (see Appendix D), we were able to show temperature loss due to line
emission in the 2-D model (see below).
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Figure 24. Decrease in D temperature due to line emission over 2x107 sec simulation. Here, line
emission rates are exaggerated by 9 orders of magnitude for demonstration purposes.

Saha Ionization

Energy loss from ionization was also implemented, with ionization rate obtained from the Saha
equation. One interesting result here is a total loss of energy in the high temperature core. This
‘donut-hole’ phenomenon is shown in Fig. 25 which could be the result of a non-physical energy
solver artefact, or even the initiation of a plasma wave effect, although more work will be required to

investigate.
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Figure 25. 2-D model results at simulation time of 2x107 sec, including Saha ionization energy transfer.
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Fusion Reactions
Finally, support for modeling fusion was also included. Fusion is modeled as a chemical reaction, with

rate given by the Bosch-Hale equation. Only the D(d, n) *He reaction is included so far. The
generated helium is modeled as particles. Result from a test of the algorithm is shown in Fig. 26. Fig.

27 shows that the number of Helium particles continues to rise even after annihilation source is

turned off, indicating a sustained fusion burn.

Figure 26. Creation of He-3 by fusion reaction, using artificial scaling of the fusion cross section due to

the non-physical MCC energy solving routine at high densities.
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Figure 27. Time evolution of He-3 macroparticle count, using artificial scaling of the fusion cross section
due to the non-physical MCC energy solving routine at high densitdies. The X-axis is simulation time
(up to 2000ps).

Because of the issues with the MCC solver at extremely high background densities, we were required to
run the 2-D simulations at the lower densities and artificially scale the Bosch-hale reactivities. Based on
this, it is difficult to say that ignition was reached. An updated MCC energy solver will be able to answer
these questions and is the focus of the next phase of Simulation work. That being said, these preliminary
2-D results were able to show relevant energy loss mechanisms and fusion reactions, and we are
confident that future simulation work will demonstrate ignition characteristics so that target geometry
and positron beam characteristics can be further optimized.

Ignition estimates from previous beam target fusion work, combined with Lawson criteria and 0-D
Ignition model results (see above) give a rough estimate for the positron beam requirements for the RPP
system. However, the parameter space for target and positron implantation density is so large that we
are forced to choose a particular combination that makes sense. In this case, we chose a target density
of 10* m?, which is higher than normal solid hydrogen fuels, yet well below the ultra-dense
regime(>10m~) claimed in recent experiments [24-28]. This target density was also chosen to
maximize burn fraction, based on the tritium production results in the 0-D simulations (see Fig. 22).
Based on this analysis and the target fuel density and positron implantation density, we will assume that
a 400ps pulse of 10" positrons focused on to a beam spot of 50um diameter is required.
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3.3 Positron Pulsed Beam System
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Figure 28. Sideview of the Positron beam system from the source on the far left to target on the far

right.

The purpose of the beam system is to transform the continuously emitted positrons from a large area
source into short pulses focused onto a small spot size. Because we are limited in the specific activity
(Ci/g) of radioisotope and source area, the goal for each step of this process (moderation,
accumulation, focusing, bunching) is to maximize the efficiency and intensity of the resulting positron
beam.

Can we design a stable Krypton source/moderator
3.3.1 Source and moderator stage

that can generate enough positrons/sec?

The positron source takes gaseous, enriched 7”’Kr and deposits a thin layer on a cryogenic surface as
shown in Fig. 29 (left). The Kr layer is isolated from the moderator using a thin-film window that is
transparent to cnergetic positrons. By separating the source layer and moderator structure, we eliminate
the positron mobility poisoning effect of Bromine, produced by Kr decay [36].

Two significant challenges in this design maximizing the positron intensity, considering the possibility
of self-absorption, while maintaining integrity of the frozen Kr source/moderator layers under
irradiation from self-emitted gamma-rays and energetic positrons.
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Figure 29. On the left, a diagram of Source/Moderator design and a SiC moderator array test article on
right.

To determine the fraction of positrons that escape the frozen Kr layer, we performed PENELOPE
simulations of positron implantation at average kinetic energy of 265keV, as seen in Fig. 30. To
increase the number of positrons that are emitted towards the moderator, a high-Z (W, Ta) reflector is
placed adjacent to the source layer, which is common in commercially available sources. PENELOPE
simulations indicate the 40% of incident positrons will be reflected towards the moderator for a planar
geometry using a Ta reflector.
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Figure 30: Positron implantation profile for solid Kr (2.826g/cm’) at the mean positron energy of ”Kr
decay (265 keV).

The effectiveness of the high-Z reflection will be directly related to the thickness of the source material
and ultimately the enrichment. A source layer of less than 200 um is likely optimal allowing positron
emitted away from the moderator structure to be reflected through the Kr source layer with sufficient
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kinetic energy to implant into the moderator structure. The application of an electric field, applied via
surface charging or a planar electrodes/grids, may assist in driving positron diffusion to the source

layer surface.

Source stability
We can estimate the heat deposition due to 7Kr gamma rays emitted during decay using the NIST

energy absorption coefficient of % = 4.6 x 1072cm? /g [90] the density of solid Krypton p =

[1 — e_(%)pT],

Where Byis the source activity in Becquerels, Eqy,g = 300keV is the average gamma ray energy.

2.8g/cm? and the Beer-Lambert law:
Yy _— 14
Eps = ByE,

abs avg

Likewise, the upper limit for positron kinetic energy that is deposited in the source layer is given by:

pos __ pos
Eabs - BCIEaUg ’
oS . . . .
Where EP?=265keV is the average positron kinetic enerey from 7Kr decay.
avg ge p gy y
In general, the heat load due to the positrons will be greater than the gamma ray heat load, since for
most realistic values of source thicknesses:

EPos [),

abs
E()x/bs [1 — e—(%)pT]

An example of the heat load characteristics of the source layer is shown in Fig. 31.
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Figure 31. Heat load vs time for gamma rays and positrons for 100cm’ square source area, 25%
enrichment and maximum ”Kr activity of 2.5E17 Bgq.
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The heat load to the source layer in this example is ~5W/cm?. With the source layer temperature of
<100K, radiative heat transfer away from the surface is minimal, therefore active cooling must be
applied. Modern Pulse Tube Cryocoolers (see Fig. 32) could apply the required cooling power at
cryogenic temperatures [91]. Additional cooling could also be applied flowing low temperature D, gas
through microchannels in the coldhead structure.

“Kr Feed ’ﬂ

Solid " Kr

10K D,

Cold Head

80KD, <4m

W Reflector FAM Moderator

Figure 32. On the left, an example of a pulse-tube cryocooler for space applications, reproduced from
[92] On the right, cryogenic D, gas assists in cooling the source stage.

With a molar heat capacity of K. = 29]/(mol*K), the cooling capacity is estimated by:

Q =K (Ty — To)M,.
Using the inlet and outlet temperature estimates from Fig. 32, for cooling capacity to reach 500W,
requires a D5 flow rate of 2.5E-4 kg/s. In this system, the D, cooling may act as a passive system to
dissipate the majority of heat load, while the cryocooler provides active cooling such that fine
temperature control of the cold head can be achieved. In this way, depleted 7’Kr source layers can be
evaporated and a new source layer can quickly be deposited.

3.3.2 Trap and Accumulator

Greaves et al [93] provides a detailed analysis and review of positron trapping and accumulator
technologies required for production of large pulses. In general, our concept for the trap and
accumulator follows current state-of-art designs which have produced the largest positron pulses to

date [94,95].
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Figure 33. Showing multicell array concept and extraction scheme. Reproduced from [93], with added
notation in red.

The positrons from the microcell array are loaded continuously into the accumulator stage until the
required approximately 10" positrons are accumulated in a plasma with approximate dimensions of
100mm length and 3mm radius and a plasma density of 3E8cm?. At field strength of 0.1T, the
Brillouin limit is

B2

ng = ~ = 5e10cm™3.
8mmc

In addition, for a non-neutral plasma (like a positron plasma), space charge repulsion will limit the

maximum number of positrons that can be trapped for a given confining potential with a plasma

radius Rpand wall radius R, :

For a confining potential of V, = 10kV, L = 10cm, and Bw — 2 this corresponds to a space charge
Rp

Npax ~ 7x10°

limit of 3E11 positrons.

Positrons generated from a radioisotope source have a high kinetic energy. They must be slowed down
or moderated before trapping them is feasible. Once moderated, a positron beam can be trapped and
cooled further. Typically, tetrafluoromethane (CFy) is used as a cooling gas because of its high cooling
rate. This allows the trapped positron cloud to thermalize rapidly providing for high repetition rates.

In this concept, positrons are produced in the beta decay of ’Kr. For every positron produced, a ’Br
atom is also produced. As the breeding cycle produces more 7Kz, it also produces more 7Br. This
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bromine can be exhausted, but it could also be used to produce CBr; or tetrabromomethane, which
could be used as a trapping/cooling gas. An investigation of the chemistry required to produce CBry is
outside the scope of the current work but appears to require a multistep process. It remains to be seen
if onboard generation of the trapping/cooling gas from the biproducts of beta-decay can significantly
decrease the launch mass of the system.

Collisions between positrons and CBrs gas provide the energy loss mechanism required for trapping
the moderated positrons inside cylindrical electrodes. The partial pressure of CBrswill be varied
depending on the repetition rate of the positron accumulator and the activity of the Kr source. By
utilizing the Bromine created during the decay of 7’Kr, we avoid the requirement of carrying
additional trap gas. In addition, CBry is expected to have similar positron trapping characteristics as
CF4, a commonly used positron buffer gas [4].

Opver the last two decades, positron trapping and cooling to produce a pulsed positron beam has
become a standard practice using a buffer gas, or Surko-style, trap (BGT). Typically, nitrogen (N) is
used in the first stage of the BGT to initially trap positrons before being cooled in the second stage of
the trap using tetrafluoromethane (CFs) [4]. Nitrogen was found to have the highest trapping
efficiency when used with a solid neon moderator [110]. It has been suggested that CF;4 alone could be
used as the sole gas in a compact BGT to both bunch and cool a positron beam [111]. Subsequent
theoretical work confirmed trapping efficiencies could be obtained up to 90 % if the initial
radioisotope (**Na) positron beam was moderated by tungsten (W) [112]. They found that when
using a CF4 based BGT using a rare gas (Ne) moderated radioisotope-based positron beam the
efficiency was reduced from 90 %, using W, to around 60 %.

Table 1: Comparison of molecular parameters and known positron trapping and cooling parameters.

Gas | State | Trapping Efficiency Relative Cooling Normal Modes (cm™)
(NIST) | *(Greaves/Surko2002) Time
®(Marjanovi¢2016) (Greaves 2001
‘(Murtagh2012) Phys Plas 8, 1879)
SFs | 'Asc 7° 1 (0.36) 774, 642, 948, 616, 525, 347
CF: | 'A 60°,90¢ 3.33(1.2) 909, 435, 1283, 631
CBrs | 'A - - 267,122,672, 182
N> X, 1003, 20° 319 (115) 2359
CO > 68 5.83 2170

A comparison of various molecules for positron trapping and cooling is shown in Table 1. The
trapping efficiency numbers are sensitive to the energy spread of the positron beam which are being

trapped. Note that the experimental and theoretical results are not in agreement at this time, but work
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is ongoing to bridge the gap. Experimental cooling times have been reported and are listed in Table 1.
These results have been normalized; a larger cooling time is equivalent to a slower cooling rate.
Finally, the ground state of each molecule and the molecules normal modes are tabulated [113] for

comparison.

Tetrabromomethane is solid at room temperature. Thus, a CBrs-based BGT would require the beam
system to be operated at an elevated temperature (~-100C) to prevent condensation. Experimental

measurements would be required to determine the trapping efficiency and cooling time for CBrs.

Can we design a positron beam system that

3.3.3. Charged Particle Optics Simulations

provides the required intense, focused pulses of
positrons to the fuel target?

To maximize the fusion ignition probability, a focused and controlled beam of positrons is required. In
recent years, a number of positron beam systems have been designed and commissioned [4]. Low-power
radio frequency techniques have been used to demonstrate precise control of ensembles of positrons
[42]. Significant improvements have been made in the reliability of positron trapping systems using an
array of techniques [61]. The generation of large instantaneous currents (i.e. Pulses) requires an
accumulator to produce a large reservoir and a bunching technique for temporal compression [43]. The
goal is to scale-down the accumulator, ion optics and buncher to fit into the size of the Reference
Spacecraft Design, while satisfying the beam ignition requirement from section 3.2.

Two methods exist for creating a pulsed beam: chopping and bunching. In the chopping method, a
continuous beam is passed through a chopper consisting of a narrow slit or system of slits. An off-axis
RF cavity periodically deflects the beam through the slit to produce the pulsed beam. This mode of

pulse production is rather inefficient, as the majority of particles are not transmitted.

Alternatively, one may create a pulsed beam by altering the velocity of a distribution of particles
through application of electric fields. This method is called bunching and is a much more efficient
means of creating pulses. We will focus the discussion of pulse creation on bunching methods because
the beam flux is limited by source strength. The two main bunching techniques are RF-cavity [96]

and time (or space)-dependent potential bunching methods [97].

Regardless, the desired result is a positron pulsed beam of <1ns FWHM. In most cases, creation of
these pulses requires a modulation of the positron beam in phase space. Any modulation in the phase
space of a particle distribution must follow Liouville’s theorem, which states that the volume of a

particle distribution in phase space remains constant.
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Traditionally, the most common method of
[ bunching positrons for beam-based PALS
| experiments is through the application of RF
| . cavity buncher(s) during the transport from

Bunching
Energy source to sample [98].

Alternative methods of positron beam bunching
“.\ ;" were introduced by Mills [97], who described

< e several methods of distorting the phase space

volume of a positron pulse.

Space
_ ' J Instantaneous quadratic potential
Figure 34. Phase space transformation

. Ideal voltage ramp

In the first method, low energy positrons along a length L are accelerated by a series of ring electrodes

(see Fig. 35) with potentials applied to them such that they create a quadratic potential profile at =0

along the axis of the beamline V(z,t) = SZZH(t) .
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TV Figure 35. Mills quadratic potential
“B bunching scheme. Reproduced from
[97]
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Using this method, it can be shown that for a given maximum accelerator voltage Vi, the timing

spread of the positron bunch when it reaches the sample T is given by [93]:

—L (W)
Using this equation, with L=5cm, (Vl/") =40 meV and V,, = 200 V, one should be able to achieve a
timing pulse of ~240ps.

In addition to temporal compression (bunching), the positron beam must be compressed radially to a
small diameter on the fusion target and thereby increase the density of positrons at the target. In our
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compression and focusing scheme, the moderated positrons are magnetically guided into a microcell
array buffer gas trap with rotating wall compression that feeds a low-pressure accumulator stage. The
low-temperature positron plasma in the accumulator stage is ‘dumped’ into a combination of magnetic
and electrostatic compression, and finally through a Mills-style quadratic bunching stage. An overview
of this scheme is shown in Fig. 36.
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Figure 36. An overview of bunching and focusing scheme for producing the required temporal and
radial compression of the positron beam. The entire beam system length is 2m.

Because of the high magnetic field requirements of the moderator and large source area, single stage
magnetic adiabatic compression would require unrealistically high magnetic fields at the target, since

. . . . . . . T B
adiabatic compression is proportional to the square root of the ratio of magnetic fields: r—l = B—1
2 0

Our beam system design takes advantage of recent advances in electrostatic beam extraction using mu-
metal ‘Spider’ filters. Such systems are based on rapid changes to magnetic field over small distances,

such that the adiabatic parameters, Y;and Y, are much larger than unity:

pLV-B
Vi = | LB | ’
1 6B|

wgB 0t

2 =
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‘Spider’ filters have been shown to allow charged particle beams to be extracted from high magnetic
field regions with very high efficiency (>90%). Previous work demonstrated a grid of high-
permeability ‘mu-metal’ grid arranged in radial spoke pattern [99,100] (see Fig. 37).

«

10 mm

Figure 37. An example of ‘mu-metal’ radial spoke pattern Spider Filter. Reproduced from [100)].

The SIMION simulation combines the Spider filter with an Einzel lens for electrostatic focusing. The
magnetic fleld is programmatically defined based on a combination of solenoid fields [101]. This
hybrid approach to beam focusing/pulsing using both magnetic adiabatic compression and
clectrostatic focusing is expected to generate the required intense positron pulses at the target.

The charged particle optics of the positron beam were simulated using software, SIMION. These
simulations began at the accumulator stage, assuming that a Penning-Malmberg accumulator w/
rotating wall compression [44] will be sufficient for primary cooling and loading of the accumulator.
The source, microcell array trap and accumulator are surrounded by electromagnets that produce a
moderate strength longitudinal magnetic field (1000 Gauss). This field is used for the ExB moderator
extraction process (see Appendix C) as well as transverse positron confinement.
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Figure 38. SIMION setup for charged particle optics simulations (above) and Magnetic field strength

on axis.

In this hybrid approach to beam compression, the positron cloud in the accumulator exits towards the
first Spider filter, expanding adiabatically as the field strength reduces (see Fig. 38). At 400mm the
magnetic field drops to zero at the first Spider Filter, and the beam enters the Einzel Lens. At the focal
length of the Einzel Lens (-950mm), the second Spider Filter terminates the magnetic field generated
by solenoids near the target (at 2000mm) and the positron beam follows those field lines towards the
target, undergoing adiabatic compression. A quadratic buncher between 1600mm and 1950mm
applies the final accelerating potential to the positron bunch.
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Figure 39. SIMION simulation results for hybrid electrostatic and magnetic focusing scheme,
without quadratic bunching stage and without charge repulsion effects. The beam FWHM is
approximately 25um. Initial beam dimensions are 100mm length, Gaussian radial distribution with
FWHM=2mm.
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Figure 40. SIMION simulation results including the Mills Quadratic bunching stage.

From Fig. 39 above, we see that beam temporal and spatial compression is accomplished, bringing the
beamspot from mm’s initially at the accumulator exit down to <50um diameter FWHM at the target.
In Fig. 40 (left), we see the effect of the buncher electrodes, which reduce the pulse width from 2ns
FWHM down to 405ps. Fig. 40 (right) also shows the increase to average KE and KE deviation due
to the instantaneous quadratic potential applied to the positron bunch. The increase in KE energy of
the positron pulse due to the bunching electrodes will need to be taken into account in the target and
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substrate geometry, as the positron implantation profile (and ignition characteristics) will depend on

this initial KE distribution.
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Figure 41. SIMION simulation results including charge repulsion effects.

Fig. 41 above shows the effect of charge repulsion in beam compression dynamics. The beamspot

diameter is relatively unchanged up to a positron pulse of 1.6E11 positrons. However, when the

positron pulse number is increased to 1.6E12, the beamspot expands due to charge repulsion to more

than 100um. For this geometry and particular set of electrode potentials, this puts a limit on the

maximum number of positrons per pulse, although further optimization of magnetic field

characteristics and electrode geometry and potential could relax this limit further.

3.4 Breeding of positron-emitting radioisotope (’Kr)

3.4.1 Fuel Cycle

Can we efficiently capture fast neutrons
and enrich enough ”’Kr to generate
sufficient number of positrons?

The "*Kr(n,g)”’Kr reaction cross section is used to generate the positron emitting radioisotope. In

order to breed sufficient positron radioisotope, we need to ensure that enough of the fast neutrons

emitted isotopically (41) from DD fusion events are captured in the nozzle area surrounding the fuel

target. While 7Kr is not technically the propulsion system fuel (Deuterium is the fuel), the production

of
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7Kr is so essential to the propulsion mechanism that it is included in the fuel cycle analysis (see below)

+
79Kr e+ source e— Deuterium m’t\
Moderator array Fuel /

CBr, K Fast
Production 79Kr neutrons
78Kr/79Kr
[ 79Kr cryo _ 78Kr
79Br enrichment blanket

Cold | Hot
Figure 42. The ”Kr breeding cycle (e+ indicates positron).

e+beam system

Figure 43. An overview of the first blanket design using high pressure Kr.

An initial nozzle design covered approximately 2T of the fuel target with a 1-meter thickness gaseous
Krypton layer (see Fig. 43). Later iteration of this design included a ‘hot section’ and ‘cold section’

with varying Kr density but maintained the overall shape that maximizes solid angle to the fuel target.
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Monte Carlo N-particle Code (MCNP) [41] (Version 6.2 with ENDE/B-VII.1 Cross Sections) was
used to refine the positron source breeding estimates by determining neutron transport characteristics
surrounding the engine core. The results will determine initial mass scaling of engine nozzle

components, Kr blanket and 7’Kr enrichment subsystem:s.

2.45MeV neutrons

Figure 44. MCNP simulation results for 100atm (left) and 10atm (right) pressurized Kr blanket.
While the 100atm blanket offers high neutron capture probability, it requires more than 1400kg of
Kr. The 10atm blanket offers lower neutron capture probability (13%), but uses an order of
magnitude less Kr.

We used MCNP neutron propagation simulation with relevant capture cross section to demonstrate
that we could capture a significant fraction of fast neutrons with a realistic amount of gaseous Kr at

high pressure (10 bar).

In these simulations, we found the neutron capture probability, 7., to scale with the number density
and path length: 17.~0.013 atm™'m™2. This scaling will be beneficial in determining optimal
blanket sizing for a given mission application and were used in fuel cycle system model (MATLAB)

which will refine system performance estimates and mass estimates.

3.4.2 Breeding analysis

The 7Kr positron source breeding follows the linear set of coupled differential equations, with N;g and
N7 representing the amount of 7*Kr and 7Kr in grams, respectively:

% = —(neutron capture) = —A * N;gNoo, (1)
—a’av,_?" = +(neutron capture) — (radioisotope decay) = A * N;gN;g — AN,q . (2)

47



Where 4 is the decay rate (A=8E-6 s for 7’Kr) and A is a constant describing positron beam production,
transport to fusion target, fusion characteristics and neutron capture properties. If we define the number
of neutrons generated per incident positron as n,, and the probability of neutron capture in the ”Kr
blanket per incident neutron as 7., then equation 2 becomes:

N

=2 = AN7o{In(2) Bem Ty ONsg =1}, (3)

With B the branching ratio for positrons emitted per decay of ’Kr [36], T representing the accumulator
and transport efficiency, &, the moderator efficiency, and § the solid angle of the 7Kr blanket. From
equation 3 we see that the breeding requirement is:

In(2) BeyTnyn Q0 Nyg > 1, (4)

Where Nygis the initial amount of 7*Kr. Equation 4 does not explicitly depend on the initial amount of
7Kr, however, it is likely that the accumulator and transport efficiency, T, will drop to zero at arbitrarily
small values of Nfo, due to finite trap and accumulator lifetimes as well as limitations to the 7Kr

enrichment process. To include this in our mathematical model, we will assume that accumulator and

-N
trap efficiency depends on the amount of ’Kr, such that T = [1 — e%]. In this model, k corresponds

to the amount of 7’Kr that will produce the required number of positrons to reach ignition in the target
(Npos)within the trap/accumulator lifetime, T,
K = MyNpos
In(2)femayAt’

where My, is the molar mass of 7”Kr and a,, is Avogadro’s number. A realistic upper limit for
trap/accumulator lifetimes is on the order of 100 secs based on previous work with low pressure
accumulator stages [110,111]. Given the branching ratio of ”’Kr of f = 0.067 and Nj,s = 10" per
pulse (see section 3.2) the transport efficiency, T, rises rapidly to unity when the amount of 7’Kr is above
10 pg.

Similarly, the propulsion system cannot support an arbitrarily large amount of ’Kr due to several factors
(heat load and neutron damage in source/blanket/nozzle/magnets, positron cooling/compression/
bunching timescales, Kr isotope enrichment throughput, etc.). The first limitation will likely be
reduction in moderator efficiency when the thickness of 7’Kr-rich source layer approaches the
thermalization length of the energetic positron emitted during decay of 7Kr. The average positron
energy in ’Kr decay is 265 keV. Monte-Carlo simulations of thermalization in Krypton suggest that

source thickness above 200 pm will suffer self-absorption and reduction in moderation efficiency.
—c

Therefore, our model for moderator performance follows &, = g[1 —eVN70]. In this model, C

corresponds to an amount of 7’Kr that produces a source thickness of 200 pm and &g is the baseline

moderator performance. Since the source area is fixed, the value of C depends only on enrichment, a,
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C = (psV)a,
where pg is the density if solid Kr and V is the source volume. Combining these models gives us the
range of parameters (’Kr amount, heat loads, positron pulse repetition rate, etc.) in which of operating
propulsion system will perform, as shown in Fig. 43.
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Figure 45. A model for transport efficiency, including trap and accumulator lifetimes (black lines), The
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red lines are a model of source moderation eﬁ‘faencys—m based on a 100 cn?’ source area.
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7Kr Seed

From the breeding analysis above, an initial amount of 7Kr up to lug (~1.2 Ci) must be generated on
the ground using a neutron source. Here, we consider a fission reactor core with thermal neutron flux
of 10" ns'em™. Mills calculated that 60 mL of standard temperature pressure (STP) isotopically pure
78Kr would produce a ”Kr source with a saturation activity of 2.7Ci/cm? for a 200um thick source layer.
With the RPP source area between 100-500cm?, it is likely that a fission reactor neutron source could
feasibly produce the required ”Kr(>>1Ci) seed for the RPP source breeding fuel cycle.

3.4.3 ?Kr Enrichment

The RPP system relies on a very high activity ”’Kr source distributed over a relatively small area (100-
500cm?2). For positrons to escape this source layer, the thickness of the of the source layer must be

minimized (<300um). Based on the finite size of the source area, isotopic enrichment of the 7”Kr must
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take place prior to deposition of the source layer to reach the very high source activities (>10'7 Bq)

required at full thrust operation.

In general, isotope separation mechanisms take advantage of the slightly different thermodynamic or
mass/charge properties of isotopes of a similar element. Most of these technologies were developed in
the mid-20™ century for the purpose of separating fissile Uranium or Plutonium isotopes [130]. The
performance of an isotope separation method is described by the separation factor, a, is ratio of molar

concentration ratios of two isotope species, Nyand Ny, before and after the enrichment stage(s):

_ (Nl/Nz)after
(Nl/Nz)before

Centrifuge based isotope separation is the most common method of separation of gas-phase isotopes,
however, the inherent mechanical support structure, drive mechanisms and high number of stages
(due to the low enrichment factor) make this approach unreasonable for a spacecraft application.
Calutron separation and ion-cyclotron resonance (ICR) separation are methods that utilizes the 1.3%
difference in charge-to-mass ratio of 7*Kr and ”’Kr. A strong magnetic field separates the isotopes
based on slightly different ion trajectories. While these methods offer very high enrichment factors in
a single stage, the practical limitations to beam current and massive permanent magnets required

reduce the utility of the Calutron and ICR methods in a spacecraft application [102].

More recently, tunable high-power lasers have opened up the possibility of using laser photons to
selectively excite hyperfine or molecular rotational states [103]. Unfortunately, these laser isotope
separation concepts include an ion optics and magnetic selection components which will suffer from

the same limitations described above (beam current, magnet mass).

D
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Figure 46. Laser Ionization Separation (LIS) of Lithium isotopes, including annotation for ion optics

(E.L) and magnet selector (M.S). Reproduced from [103].
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Another demonstrated method of isotope separation is through DC Discharge in narrow capillaries
across cathode and anode structures. In this method, heavier isotopes become enriched in the cathode
region, while lighter isotopes are enriched at the anode [104,105]. This method offers higher
separation factors compared to centrifugal and thermal diffusion methods, while also offering much
higher throughput. Finally, a novel method of isotope separation described by Mills [35,36] has not
been realized experimentally, yet offers extremely high separation factors ( @ >10) in a single stage. In
this concept, a carrier gas oscillates in sync with heater elements to produce binomial distribution

based on the difference in sublimation rates between 7*Kr and 7’Kr [106].

Here, we compare these two concepts for enrichment of the 7*Kr/”Kr mixture required for production

of the intense positron source.
DC Discharge Method

In this method, a medium pressure discharge (3-15 Torr) is setup in a long capillary tube. The friction
force created between ionized and neutral components of the discharge, known as ‘ion wind’, is

responsible for the isotopic redistribution in the discharge capillary.

Kr Feed
0.6 V- V+
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L b |

0 79Kr 78Kr
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Fig. 10: Measured isotope enrichment
02 a factor € of krypton for various sizes of
= discharge tubes plotted against discharge
] pressure P. O - capillary diameter 2R =
3.7 mm, capillary length L = 150 mm,
ol discharge current / = 10 A, 0 - 2R = 2.2

0 2 4 6 8 10 mmL =220mm, =8 A, A-2R=22

Discharge Pressure [Torr] mm, L = 150 mm, [ = 10 A.

£of Krypton Isotopes [-}

Figure 47. Krypton isotope enrichment factors in various DC Discharge capillaries. Here, the
enrichment factor, € , is defined as € = a — 1. Reproduced from [104]

From previous work on DC discharge separation, the separation factor was found to be linear with

discharge current and follow the proportional relationships:

51
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%M nkT

Where njand n are the ion density and neutral density, respectively. The fractional isotope mass
difference, %n =.075, for the *Kr / *Kr isotope mixture in Fig. 47, while %n = .013 for the "®Kr /

7Kr mixture considered in this propulsion concept. While the smaller mass difference will reduce the
separation factor by a factor of 6, we can also increase the length of the discharge capillary, €, by a

similar factor in order to maintain the same separation factor.

If we assume an ideal cascade separation system can be constructed from individual DC discharge

elements described above, the total number of stages required is given by:
N, 1-—N,

l ( p 0)

°9\T=N,” N,
log(a)

Nstages =

Where Npis the product molar enrichment and Npis the initial molar enrichment.

]
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Figure 48. Ideal cascade enrichment stages. Reproduced from [107].
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The total flow in this ideal cascade, in mol/s, is given by [107]:

Np
s __a+1 (ZNp_1)1n<(1—Np)Po) a—(a+1)Nyg Np—Ng
s=0 LS - P

a—1 In(a) a—1 No(1—Np)

)

Where P is the product (enriched 7’Kr) flow and Py is the initial flow rate into the enrichment system.
By calculating the total flow in the system based on the product flow requirement and enrichment
requirements, this allows us to estimate the total mass of the DC discharge capillary elements,

M gnricn» based on the individual elements size:

RTTst0ge
Menrich = Tme Z L,

Where R is the ideal gas constant, T is the gas temperature, Tstqge is the time required for the isotope
concentrate on to reach equilibrium, meis the mass of an individual element. One challenge with this
design is that the enrichment of the Krypton coming into the enrichment system, Ny, changes during

the breeding of 7K, following:

79KT'
No = 79Kr + "8Kr’
i i . Number of 79Kr Enrichment El t:
60 7 2150 ‘ ' ‘ '
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T 55 ¢
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|¥]
5 50} 1 2000}
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=351 | 1800}
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Figure 49. On the left, number of stages in ideal cascade enrichment system vs ”’Kr feed enrichment
N, based on output flow rate, P, required to generate enriched ”’Kr in less than the radioisotope half-

life. On the right, the number of elements required vs mission time.
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The total flow from equation 5 above is somewhat independent of Ny for low enrichment (Ny < 1).
However, the number of stages required in an ideal cascade varies with Ny, such that number of stages

required during the breeding stage, when Ny will increase in the range 107° < Ny < 1074,

I¢’s clear from Fig. 49 that the enrichment process during the early stages of 7’Kr breeding will not
follow the ideal cascade dynamics, since the physical number of elements cannot change, this may lead
to inefficiencies of the enrichment cascade and an increase in the breeding period. In addition, the
number of elements is necessarily high due to the low enrichment and flow requirements due to finite
7Kr lifetime. In the example in Fig. 49 above, the mass of the elements is approximately 100kg, which
does not include the required cathode/anode structures, gas handling, and power supplies. If we
assume a similar current density in the DC discharge capillaries to reference [104}, then the total

power required for this enrichment system is ~25kW.
Mills Separation Method

Mills suggested the use of 7’Kr as a positron beam source in the early 1990’s [36]. Later, Mills also
devised a means to enrich the ”Kr in order to increase the intensity and brightness of cold positron

sources [35]. This method takes advantage of differing sublimation rates between *Kr and 7K.

8Kr /7Kr mixture

d Initial distributjion
c ~ 100d 1

carrier gas oscillation

freq -|10Hz

hC&lfCl’ CIEHICIIFS

I freq - SHz

carrier gas oscillation 2
ﬂ 78Kr vy

Binomial distribution

Figure 50. Overview of Mills Separation Method.

In this concept, the 7*Kr/”Kr mixture is fed into the center of a long cylinder with diameter d, with
large number of heater elements. In part 1, the heater elements are turned on such that a Gaussian
distribution is formed with a frozen layer on the walls of the cylinder with a standard deviation of

100c. In part 2, a carrier gas (e.g. D2, He) is oscillated at frequency, f ~ 10Hz, while the heater
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elements are switched at frequency f/2. The heater power is adjusted such that half the frozen
Krypton is evaporated from the cylinder wall surfaces in a time % The Krypton isotopes will then

spread along the cylinder in a binomial distribution process, with the centroid moving at velocity:

vd:[\/%_llfdzfd/wr

In this case the enrichment or the product concentration depends only on the initial molecular

. N78
abundance ratio, Rgs = N7§ < and the number of cycles, n:
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Figure 51. Molar fraction of product, N, in Mills Separation scheme vs time. The dashed line
indicates the half-life of the product isotope, 7’Kr.

From Fig. 51 above, we sce that a Mills Separation system offers extremely high separation factors in a

single stage, negating the need for a cascade type enrichment scheme. To estimate the mass and power

requirements, we start with a reasonable estimate of the cylinder diameter of d=5mm, based on the

requirement to place heating elements at intervals of the cylinder diameter. Using the sublimation

curve of Krypton [114] we can estimate the layer thickness &7, such that half of Krypton is evaporated

. . 1
In a time ——:

2f
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BapdM,,

L= nRTps

For an average temperature of 80K and a vapor pressure of 3E4 Pa, this gives a required Kr layer
thickness of 3um. Each section of the separation cylinder contains approximately 1mg of Kr.
Estimating the total length of the separation cylinder is approximately 500d or 2.5m, consistent with
the length scale of the positron beam optics, making the total mass of Kr in the single separation
cylinder 500mg. Using a similar mass scaling to the DC discharge elements, we estimate the mass of
cach 2.5m long separation cylinder with 5mm diameter at 1kg, including added mass due to heating
clements. To reach the reach the peak demand for enriched 7Kz, this would require 10 individual

separation cylinders, totaling 10kg.

We expect the power demand from the Mills Separation scheme, By, to be dominated by the ~5,000
individual heater elements driving the evaporation of frozen Krypton from interior walls of the

separation cylinders. An estimate of this power is based on the molar enthalpy of sublimation

AHg,,=10.7k]/mol,
nPd3
Bn = AHgyp W fN,.

Based on estimates for number of separation cylinders and heater elements, this gives a power
requirement of 4.3kW. Including mass and power budget for the carrier gas handling and cryogenic
separation of Krypton and carrier gas we estimate total mass of the Mills separation system at 20kg

and total power draw of 6kW.

Based on the mass and power requirements of the DC Discharge method versus the Mills separation
method, the Mills method is the clear choice for spacecraft applications. However, this novel isotope

separation method has not been tested and will require further development.

3.5 Reference Spacecraft Design

While the majority of work in Phase I focused on annihilation catalyzed fusion ignition, positron
beam system, and 7’Kr breeding feasibility, some other key aspects of an RPP-based spacecraft are
considered here in order to decrease the uncertainty of the spacecraft SWAP. This will produce a more
accurate mission analysis, although more detailed analysis of these subsystems will be part of future
efforts.
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Figure 52. A cutaway model of RPP based spacecraft with deployed radiators, including most of the
subsystems required for operation of the RPP engine.
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3.5.1 Deuterium Fuel System

The Deuterium fuel will be stored in insulated tanks, as shown in Fig. 52 above, in liquid form at

~MPa pressure, at a temperature just above the triple point (~14K).
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Figure 53. Phase diagram for Deuterium, reproduced from [108].

The cryogenic fluid will be used for active channel cooling of the source stage, augmenting the
cryocoolers that maintain the frozen enriched 7Kr layer at an appropriate temperature (see section
2.3). This process temperature ranges and pressures for magnet cooling, ’Kr source cooling, and 7’Kr
Enrichment stages are indicated by the dashed lines in Fig. 53 above.

Deuterium fuel will be transported to one of two substrate loading chambers, as shown in Fig. 54.
Here the Deuterium will pass through a catalyst structure, where dense clusters are formed, and
deposited onto a moving tape substrate. This arrangement is similar to laser ablation tape propulsion
system, shown in Fig. 54 (left).
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Figure 54. On the left, a laser tape propulsion system diagram, reproduced from [110] On the right, a
cutaway view of the RPP nozzle, showing the two Deuterium substrate loading systems on two sides
of the nozzle, with the fuel substrate tape traveling between the two.

The key difference between the laser ablation tape propulsion system and the RPP system is that fuel
must be loaded onto the tape through a catalyst feed in a closed cycle, whereas the tape itself is the fuel
in the laser ablation concept. The Deuterium loading will be done in closed chambers so that
Deuterium gas that is not deposited on substrate surface can be recycled through the catalyst several
times. This system would look similar to existing ‘drop’ sources [128], where D, gas flows through a
Potassium doped iron-oxide plug several cm above a metallic substrate, with the addition of a feed and
store mechanism for the substrate tape. Fig. 55 below shows existing static Deuterium cluster
deposition chambers, used for laser spectroscopy of dense clusters on substrate surfaces.
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Figure 55. Loading dense Deuterium clusters onto metallic surfaces. On the left, the Positron
Dynamics Deuterium loading setup (Appendix A), on the right, work from Holmlid et al [26].

The Deuterium handling system that we have described is a complex and interconnected system. The
D, not only acts as the spacecraft fuel, but it also is an important cryogenic working fluid for several
other subsystems — magnet cooling, source cooling, and carrier gas for isotope enrichment. This will
necessarily complicate the D, handling requirements. However, by using liquid and gas-phase D, for
multiple operations, the total number of cryogenic storage and handling systems is reduced, lowering
total spacecraft dry mass and increasing mission performance.

The achievable D density on the fuel substrate is uncertain. Recent thermal desorption measurements
indicate presence of ultra-dense clusters localized to lattice defects [65-68] with densities up to 10 m’
3. Laser Time-of-Flight (TOF) spectroscopy measurements also support the existence of dense
Deuterium clusters ([25-28], Appendix B). In addition, SQUID measurements that show these
clusters exhibit properties of a type II superconductor [24], although the underlying mechanisms are
not well understood. Theoretical work also suggested that Deuterium clusters in metal lattice
vacancies may form Bose-Einstein-Condensates due to the extremely high local pressures [69]. As
such, the local density and quantum state are likely to play a role in the annihilation momentum
transfer probability, and fusion ignition properties (see section 3.2). For the Phase I RPP performance
estimate, we assumed a target density of 10*° m?, which is higher than normal solid hydrogen fuels,
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yet well below the ultra-dense regime(>10m?) discussed above. Further experimentation and analysis
of these dense Deuterium states will be the focus of future work.

3.5.2 Blanket Design

The initial Kr blanket design called for a single high-pressure gas section surrounding the DD fusion
target, capturing neutrons and producing 7’Kr. While this design is the simplest, it requires significant
structural strength at high pressure and temperature, leading to a design that may be too massive. We
explored an alternative design with a hot gaseous section close to the DD fusion target, surrounded by

multi-layered insulation, surrounded further by a medium pressure liquid Kr section.

Qrad

high T/P

fo DD fusion
heat load

Figure 56. Second iteration of Kr blanket design, with hot gas section and liquid section.

This blanket design allows us to reduce the overall volume of the structure, due to the higher density
phase of Kr. The solid angle to neutrons emitted from the D fusion target remains the same, as does
the number density and path length product. From this, we can estimate that the neutron capture
probability will remain the same, although investigation of the layered structure effect on neutron
propagation will be studied in the future. In fact, if proper insulation material is chosen, the insulation
layers may increase the neutron capture probability by shifting (or moderating) the neutron energy
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spectrum to slightly lower energies where the 7*Kr(n,y)”’Kr cross section is higher (see Fig. 12 in Sect

2.3).
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Figure 57. Phase Diagram for Krypton. Reproduced from [108]

The primary concern with this design is the thermal load and maintaining the temperature and
pressure of the liquid Kr section due to the simple geometry and symmetry of the system, we can
analyze the thermal characteristics of the design by approximating the structure as a concentric array
of cylinders, such that passive thermal shielding is implemented using multilayer insulation (MLI).
The MLI uses an array of reflective thin films (e.g. polished Aluminum) separated by insulating
interlayers (e.g. Aerogel, Vacuum). The reflective layers reduce radiative heat transfer while the
insulating and/or vacuum layers reduce conductive heat transfer. The heat load to the outer surface
(which radiates to ~4K thermal well) in such a system with N concentric MLI structures is given by
[115]:
gAN(To —To)
1 (o) \
O e G D

o

This allows us to estimate the heat load to the outer LKr layer as a function of the number of MLI
layers based on the core geometry and Kr gas temperature (See Fig. 58).
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Figure 58: Estimate of the radiated power to the LKr tank at 150K for an r, plus interior tank of 10
cm thickness at 1000K, an upper estimate to core blanket temperature. Heat shield material is 25 um
Al foil with 1 ¢cm spacing (concentric cylinders). Layers are separated by aerogel. The length of the
assembly is 20 cm (See Fig. 56).

The interior radius of the tank is 10 cm as discussed in the following section. Fig. 58 indicates that 20
layers balances the radiative heat load incident on the interior surface of the LKr tank and its exterior.
The total tank dimensions are 40 cm in radius and 20 cm in length. Based on the volume and pressure
these concentric tanks, a mass scaling using Ti-alloy tanks is input into the MATLAB system model.

3.5.3 Turbine Generator

In order to remove heat from the interior blanket section, a high pressure/high temperature gaseous
Krypton section drives a high specific power (kW/kg) turbine generator. The electrical power
generated from the turbine will power electrical heating elements on radiator structures described in

Section 3.5.4.
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This allows for radiator temperatures higher than krypton gas temperature, reducing the size and mass
of the radiators. An overview of this system is shown in Fig. 59.

Radiator

Coolant
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Figure 59. Overview of turbine generator system.

The heat load to the interior gas section of the blanket is primarily due to energetic charged particles
and neutral particles impinging on interior nozzle structure. The heat flux depends on the magnetic
structure, ignition characteristics, plasma expansion (see section 3.5.5) and blanket geometry. We can
estimate the heat load to the interior nozzle wall, assuming a static magnetic field and the fusion
reaction products follow single particle trajectories (no plasma effects).

In this case, we start with an isotropic distribution of fusion products with velocity v, which has a
component perpendicular to the magnetic field, v, , and parallel to the magnetic field, v). The

Larmor radius of the charged particles is,
mv,

qB

If we substitute specific impulse for velocity of the particles using v, = golsp , we can estimate the

Tg=

heat load to the interior blanket section, qp, based on the fusion rate, f, average energy released per

fusion event, Qpp,

_fQDD E—tn_l T0qB

b7 om \2 mgols,
From Fig. 60 below, we can see that the heat load to the blanket structure increases with specific

impulse. At a magnetic field of 10T and 100mm nozzle diameter, the heat load fraction to the blanket
wall is <6% of the fusion power at specific impulse below 10 seconds.
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Figure 60. Fraction of heat load to interior blanket wall from microfusion vs specific impulse, based
79=50mm and B=10T.

From energy balance in this system the heat load follows,

dp — Qraa — Qgen =0,
where Qra is the radiated heat and Qg is the heat removed by the generator. For a fixed geometry of
the blanket core and assuming perfect emissive surfaces, we can estimate the load dissipation required
of the turbine-generator and estimate the system mass to input into the MATLAB system model.
Recent advances in oil-free, high-speed micro-turboalternators [116] have achieved high specific
power through operating speeds up to 180,000 rpm and the use of compliant foil bearings, allowing
for high operating temperatures. In addition, the alternator section is isolated from the turbine engine
portion of the system to further decrease thermal load to the generator section. An example of such a
turbine-generator is shown in Fig. 61.

We may estimate of the enthalpy available in the interior section of the Kr blanket that can be
extracted by a tubrogenentor system using expected temperature and pressure of the Kr gas. We
estimate that the inter blanket region will be at 1000 K and at a pressure of 10 Bar. Assuming a
temperature difference of ~700 K, approximately 43k] of energy is available. This estimate is based on
the geometry of the blanket and an exhaust temperature of the turbine at 300 K. However, turbo-
generators such as those shown in Fig. 62 have been designed to operated closer to 2 Bar. The current
performance of a single turbo-generator at a specific power of 1.6kW/kg is able to move 80 g/s at high
(180krpm) operating speed. To maintain thermal equilibrium of the inner blanket, approximately 100
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g/s would be required to flow. Thus, it appears feasible to use multiple or parallel stages to extract heat
from Kr gas which has been heated in the inner blanket.

Figure 61. An assembled turbo-generator with specific power of 1.6kW/kg. Reproduced from [116].
This turbine was shown to operate up to 760 deg C.

3.5.4 Radiator

Because of the nature of the DD fusion reaction, the production of thrust from the reaction products
is not 100% efficient. In fact, a large portion of kinetic energy from the fusion reactions will be
deposited into the surrounding nozzle structure. This kinetic energy will turn into heat and will need
to be dissipated for a steady state temperature to be reached.

Most fusion based propulsion systems require such large radiator structures that the radiator will
dominate the overall spacecraft design. High emissivity coatings are common and nearly ideal such
that any improvement in dissipating a heat load, g, will come by increasing the radiator temperature,

since the area of the radiator, A, 44, follows:

q

Avad = ——.
rad O_T4_

Recent work using bare woven carbon fiber have demonstrated radiator areal densities of 2kg/m?2
[117] at a radiator temperature of nearly 600 deg C. This is consistent with NASA technology
roadmaps for radiator technology.
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Temperature

Figure 62. Woven carbon fiber at 580deg C, reproduced from [117].

The primary role of the radiators is to dissipate the thermal energy incident on the interior blanket
structure, caused primarily by hot plasma and neutral particles impinging on the inner surface of the
nozzle aperture. The exact amount of heat energy will depend on the plasma expansion properties and
average fusion rate. Following the analysis from section 3.5.3, we expect a heat load in the range of 10
— 100kW. This energy will be transferred through radiative and conductive heat transfer to the Kr gas
in the inner core region and electrical power will be generated from the Kr gas enthalpy (section
3.5.3). While some of this electrical power will run spacecraft subsystems (e.g. Kr enrichment,
Avionics, etc.), most of this power will be directed to electrical heating elements in the radiators. This
radiator system is composed of arrays of woven carbon fibers on a deployable structure, operating at
approximately 600C (see Fig. 52).

3.5.5 Magnets

The initial design of the target, blanket, nozzle section included a resistive pulsed magnet, cooled with
cryogenic Kr. The short pulse characteristics and low duty factor of the positron beam system was the
driver for the pulsed magnet design. This type of magnet has been designed and operated successfully
at 30T (see Fig. 63). Unfortunately, the positron beam pulse repetition rates at higher thrust levels
approach 100kHz, which make the cooling requirements unreasonable. In addition, the pulsed
resistive magnet design requires a massive capacitor bank that would further reduce propulsion system

performance.

67



20mm

Figure 63. Resistive pulsed 30T magnet. The magnet was submerged in a liquid nitrogen bath and
operated at 6 pulses per hour (.0016Hz). Reproduced from [118].

Initially, the RPP concept did not include a superconducting magnetic nozzle, due to concerns about
magnet mass and cryogenic constraints of superconducting coils. However, the magnetic field
requirements of the pulsed positron beam system (see section 3.3) in combination with recent
advances in large-bore high temperature superconductor (HTS) have warranted further consideration.
These magnets based on rare earth Barium-Copper-Oxide (ReBCO) elements which can operate as a

superconductor up to 90K and are formed into extremely strong, flexible, and thin tapes, as shown in

Fig. 64.

Buffer layers
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Figure 64. ReBCO high temperature superconductor, with operating field of 30T. On the right, a coil
section from HTS large aperture coil being designed at Brookhaven National Lab, reproduced from
[120].
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These HTS materials are sought after in the production of compact fusion tokamak [129], since
fusion power in these devices scale with B%. For our purposes, the larger bore means that energetic
fusion products are less likely to interact with the nozzle wall structure, increasing thrust while relaxing

cooling requirements of the blanket structure.

Studies on the neutron damage in BCO type superconductors indicate that the HTS performance will
not be significantly degraded over the lifetime of operation at large scale fusion reactor [64,64]. A

sketch of how the HTS coils might be integrated into the existing blanket/nozzle design is show in
Fig. 65.

The HTS ReBCO magnets will require MLI and LKr layer insulation from the hot section of the
blanket. Active cooling will be required to maintain magnet temperature between 20-70K. The critical
field lowers significantly towards the high end of this temperature range, while the cooling power
capability increases at the higher temperatures. A full analysis and trade study of magnet operating
temperature, cooling mechanisms, and mechanical properties will be the subject of future work.
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Figure 65. Overview of magnet (yellow) As such, we envision that cooling for the HTS
cooling system, adapted from [121] magnet may be provided by thermal siphon cooling
loop system utilizing the spacecraft fuel (D,) as the
working fluid, with a triple point and critical temperature of 14K and 32K [122]. In fact, a
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Hydrogen-based cooling arrangement has been studied previously [123] (see Fig. 65). Such a cooling
system would also benefit the overall RPP system performance by supplying a common D, compressor
infrastructure, as the operating frequency of the Stirling type cryocooler (50-100Hz) is in the same
range as the operating frequency of the Mills method isotope separation method (see Section 3.4.3).
Thus, the D, gas could be used in both the HT'S Stirling cryocooler and the 7’Kr enrichment process,
eliminating the need for a separate carrier gas compressor and associated gas handling system.

3.5.6 Thrust and Delta-V

The dynamics of the expanding fusion plasma into the surrounding magnetic structure is a
complicated problem involving the interaction of an expanding dense plasma with magnetic structures
(see Fig. 66). A detailed analysis and simulation of the physics of the magnetic nozzle is not within the
scope of this work. However, the significant previous work in this area has led to thrust efficiency
estimates for magnetic nozzles of approximately 60% [86, 124-126].
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Figure 66. Overview of target expansion in magnetic field following fusion burn. Reproduced from

[86].

The thrust efficiency is defined as the ratio of total parallel momentum to total initial momentum:
Xme 4]

2(mv)pp’

This equation gives us a means to relate initial fusion product momentum, (mv)pp, to momentum of

Ne =

exhaust particles producing thrust, Y, mv). From this, we can estimate propulsion system thrust
without an exact solution to the plasma dynamics of the microfusion burn and plasma expansion.
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Figure 67. Amount of ”*Kr and ”’Kr versus time from MATLAB RPP model.

Using the breeding model from section 3.4.2 and subsystem properties from sections 3.1-3.5, an RPP
system performance model was generated in MATLAB. The model inputs and characteristics are
included in Table 2 below. From Fig. 67, we see that the initial breeding period lasts less than a week,
increasing the amount of ”’Kr from lug to more than 10g and thrust from Nano-N’s to 200mN. This
also means that the RPP system can be turned off for days at a time, without losing the ability to

restart the engine.

Table 2. MATLAB RPP model inputs and thrust characteristics

Positrons/pulse

R (annihilation momentum transfer probability)

7Kr Source Area

Positron pulse temporal FWHM
Positron beam width FWHM at target
Positron pulse repetition rate
Moderator Efficiency

Fuel (D) density

Ignition burn depth
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1.96E11

0.1

200 cm2

400 ps

50um

.006Hz — 80kHz
0.4

1E30 m?
250nm

Section 3.2

Morioka, Appendix B
8cm radius source
SIMION + heritage
SIMION + heritage

See Appendix C
See Section 3.5.1



Burn fraction

Specific Impulse

Initial 7°Kr

Maximum 7Kr

7Kr enrichment
Accumulator lifetime
Thrust efficiency
Thrust

Maximum engine power

Delta-V capability

10%
3E5 secs
lug

l4g
0.99
100sec
0.65

10nN-0.2N

2.1MW
60km/s

0-D simulations

Mills method

Previous work

This model assumed a total initial Kr mass of 52kg, including 1ug of 7’Kr. Engine throttling is

accomplished by controlling the repetition rate of the pulsed positron beam, with the maximum

repetition rate constrained by the 7’Kr source intensity and positron beam characteristics.

The work described in prior sections was used to determine refined estimates of the spacecraft mass

properties and the performance attainable by the RPP system in the mission application to retrieve the

asteroid and bring it to Earth’s orbit. The key elements, derived masses, and the basis of the

underlying assumptions are briefly described below.

Table 3. Mass properties of an RPP based ARM concept spacecraft

System Element

Dry Mass Outbound (kg)

Assumption

Radiator 5 2 kg/m2, 800K, e=1, 2.5m2

Krypton 52 Breeding analysis, neutron cap

Positron beam 100 0.1 T coils, from CAD model

HTS Magnet 164 CAD model

Payload 25 Asteroid manipulation
hardware

Turbogen (power) 26 1.6 kW/kg

Structure 75 Interplanctary allocation as a
percentage of dry mass [127]

Kr blanket structure 15 .03bar m’/kg Ti alloys tank

Isotope separation 26 Based on Mills method
(including carrier gas sys)

Attitude Control System 13 Interplanetary allocation as a
percentage of dry mass [127]

Communications 22 Interplanetary allocation as a

percentage of dry mass [127]
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Command & Data Handling 13 Interplanetary allocation as a
percentage of dry mass [127]

Harnessing 32 Interplanetary allocation as a
percentage of dry mass [127]

Deuterium System 34 Including 15kg D, fuel

CBr4 Generator 10 <500mg/hr production

Misc. Positron beam support 40

hardware/electronics

Shielding 10 ExB or physical shutter

between source and target

TOTAL 662

3.6 Mission Analysis - Asteroid Redirect
Low-thrust trajectory calculations (using GMAT [135]) were performed to demonstrate the benefits

of an RPP system in a potential mission application — an asteroid redirect mission to target 2009 BD.

Based on the performance analysis performed in previous sections, a constant specific impulse of 3E5
seconds and 200 mN constant thrust were assumed for initial trajectory calculations. Assessing the first-
order feasibility of the derived dry mass performing a rendezvous with 2009 BD, we find that with a
canonical impulsive two-burn transfer from LEO to the target, the 662kg delivered mass is well-
enveloped by the capabilities of Falcon 9 and Atlas V class launchers for a wide range of prospective
departure dates, with times-of-flight within a year possible. Thus, it is feasible that several launch
opportunities will be available within the parameters of the spacecraft. The limiting factor in this case
is performance to fly the asteroid back to the proximity of Earth.
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Figure 68. Rendezvous mass for two impulsive burn transfer to 2009 BD, per JPL Small Bodies Mission
Design tool [131].
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Ephemeris data for 2009 BD (NAIF 3444297) was obtained from the SPICE database [132]. The
approach used to target the destination is B-Plane targeting. The B-Plane is a planar coordinate system
associated with the target (in this case, the asteroid for the outbound journey and Earth-Moon system
for the return) which is perpendicular to the incoming asymptote of the approach hyperbola.
Preliminary trajectory calculations were performed to arrive at the asteroid destination, to within a 100
km approach for the initial estimates. Burn duration and thruster duty cycle were the variable parameters
in the optimization. Propagators were set up to propagate the trajectory in the near Earth, deep space,
and near asteroid phases of the mission.

The time of flight to 2009 BD was found to be approximately 1.4 years for the arbitrarily assumed
epoch, starting in at Low Earth Orbit and proceeding to the asteroid. Further studies will evaluate
specific launch windows and further optimize the transfer times, but the initial trajectory analysis shows
that the performance derived can accomplish the mission in a reasonable duration.
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Figure 69. Earth departure isua]ization of trajectory to target asteroid 2009 BD.
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Figure 70. The radial magnitude (RMAG) position of 2009 BD and the RPP spacecraft in km in Earth
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Figure 71. Velocities of 2009 BD and the RPP spacecraft in km/s in Earth MJ200 Eq coordinate frame.

Figures 70 and 71 show the outbound leg of the RPP spacecraft to the intercept point where the
velocities and positions of the two bodies are equivalent at approximately 500 days.

The 2009 BD mass of 100 metric ton (1E5 kg) was assumed for the return leg. A delta-V of ~200 m/s,
required to divert the asteroid to a trajectory inbound to Earth, can be achieved with an approximately
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12-year transit time assuming 0.5 AU distance and ignoring the effects of gravity for deep space. This
calculation suggests that the RPP as described in this report is capable of closing the mission profile.

The return trajectory was evaluated for both SEP and RPP for an arbitrary return date. Similar in
principle to the outbound trajectory, the inbound to Earth trajectory was evaluated targeting the B-
Plane of the Earth, stopping the burn at periapsis, and iterating on the burn duration and thrust vector.
A target within 5 million km of Earth was chosen; further trajectory work will include bringing the
asteroid to a Lagrange point or in orbit around the Earth or Moon. Some sensitivity analysis to the
assumed coasting phase duration at the beginning of the return suggests room for further optimization.

Using the same performance parameters as the outbound journey for RPP, the return journey is achieved
in 9.3 years burning 17.6 kg of propellant. Orbit insertion was not evaluated for this comparative
evaluation.

Prior work performed as NASA’s Asteroid Retrieval Mission study employed the use of SEP with an
assumed Isp of 3000 s and thrust of 1N [132]. These studies predict mission duration on the order of
10 years. The performance parameters above were used to evaluate the duration in GMAT for an SEP
system and the mission was found to be accomplished in 9.4 years burning 8,807 kg of propellant,
which is in the realm of previous predictions given that significant effort was not applied to find the
optimal solution for this comparative assessment.

EarthMJ2000Eq
poch: 22 Sep 2625 11:23:17.944

Figure 72. Radioisotope Positron Propulsion asteroid retrieval trajectory, from initial coast phase (left)
to Earth proximity (right).
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In conclusion, initial feasibility of performance capability has been determined using the mass properties
and performance from the RPP study and further refinement and optimization of trajectory parameters,
launch windows for an asteroid retrieval mission can be performed in roughly the same amount of time
as the SEP mission. The RPP system offers a reduction in launch mass by a factor of 20. Such reduction
in launch mass would mean that a much smaller/cheaper launcher could be used. Alternatively, a single
large launcher (e.g. Falcon Heavy) might deploy several ARM spacecrafts.

The majority of Phase I work focused on minimizing launch mass, rather than maximizing Thrust.
While lowering launch mass is important for cost considerations, ARM mission duration is more
dependent on Thrust. Thus, it is likely that an array or scaled version of RPP concept could perform an
ARM-type mission at a reduced mission duration. Reduced launch mass and mission duration are
performance advantages would be attractive for the growing number of private companies interested in
asteroid mining. For an asteroid redirect and capture mission, the ground-breaking nature of RPP
concept is clear.

4. Next Steps, Challenges and Benefits

In this work plan we have addressed the most significant barriers to developing an RPP engine,
however, several other challenges will need to be fully addressed: Remote source handling, Deuterium
fuel storage and substrate loading, shielding, neutron damage and regulatory issues will need to be
understood and mitigated. The high temperature and radiation environment presents a unique
challenge for surrounding materials and electronics. Various fusion projects are addressing these issues
and progress is being made, particularly in understanding of fusion facing materials and their damage
characteristics inside fusion plasmas. A large effort over recent years has been made to develop high
temperature, high-field, high-temperature superconducting (HTS) materials for magnetic fusion
applications. HTS with high critical fields and current densities will offer reduced magnet mass and a
decrease in heat load to the nozzle structure. We expect to leverage this technology to further increase
the performance of the RPP based spacecraft.

We have identified several other benefits that could contribute, outside of propulsion technology, in a
variety of fields: For example, the 7’Kr production and enrichment process could be used in terrestrial
cold positron beam non-destructive diagnostic systems for investigating defects in semiconductors,

photovoltaic materials, and thin-films (potential non-acrospace spinoffs).

The detailed study of ultra-dense Deuterium and fusion ignition characteristics will have significant
benefits outside the acrospace field and in basic science research — this unique material could prove
useful in advancing the terrestrial electrical power generation possibilities of ICF by reducing the
amount of target pre-compression infrastructure and associated plasma physics challenges (plasma
instabilities).
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Utilizing hydrogen isotopes as engine fuel opens the possibility of In-situ resource utilization —
refueling the spacecraft with hydrogen gathered from asteroids and other planetary bodies. A
propulsion system like RPP is also advantageous when solar illumination is limited (e.g. shadowed,

distant from sun).

The fuel cycle described could also provide abundant source of thermoelectric power to run avionics,
communications, and sensors in a wide variety of acrospace applications.

High Isp and Thrust-to-Weight allows a spacecraft large velocity change (AV). Higher AV has a
broad impact on all space-system architectures (e.g. earth/sun observing, LEO based services, planetary
defense). For exploration purposes, very high AV (>1000km/s) capability produces large spacecraft

velocities, reducing transit time for long distance missions both inside and outside of our solar system.

Next Steps:

Positron catalyzed fusion ignition in dense Deuterium targets is a key enabling technology #1. Phase I
work showed that fusion ignition with positrons is feasible. Next, we will focus on work needed to
demonstrate microfusion at a positron user-facility.

Deuterium fuel loading experiments

One of the largest uncertainties in the fusion ignition analysis is the number density of the Deuterium
fuel. With several research groups reporting production of Deuterium densities ranging between 10*
and 10% cm?[25-28,30,65-69], this parameter space is too large to make an informed design decision
on target geometry beyond a simple planar model. Phase I ignition work showed improvement in
ignition characteristics at higher Deuterium density. Therefore, production of Deuterium at a
predictable and reproducible density and depth (location and distribution) is a key enabling
technology #2. With the goal of producing dense Deuterium states on the surface of metallic
substrates, we will use Temperature Programmed Desorption (TPD) measurements to determine
loading fraction and temperature stability in addition to optical and scanning electron microscopy
(SEM) to determine adsorption characteristics and damage of the metallic substrate due to the
Deuterium loading.

Modeling targets and plasma expansion

Phase I included ignition analysis using Lawson criteria, 0-D energy balance simulation and
preliminary 2-D PIC simulations including relevant physics (radiation, ionization, collisions). While
the results of these simulations indicate fusion ignition is feasible, these simulations do not provide
optimized target geometry or an estimate on thrust performance. In phase I, we considered planar
target geometry for fusion ignition, more detailed simulations of the ignition process and plasma

characteristics could point towards other higher gain geometries (e.g. Spherical, Conical).
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These questions, along with determination of plasma expansion characteristics in magnetic nozzle (i.c.
specific impulse) will be the focus of Phase II simulation work.

Ignition test-bed

In order to demonstrate key enabling technology #1 and advance the TRL of the propulsion concept,
a demonstration of micro-fusion ignition is required. There are several positron beam facilities in the
world, but few are capable of providing sufficient cold positron intensity (>10” s) required to
accumulate the required number of positrons in a single pulse to reach ignition. However, there are
several planned improvements to these facilities coming in the next few years. The aim of Phase II
work is to create a detailed design of a portable ignition testbed ‘end-station’ that can be taken to a
beam-port at a positron user facility (e.g. NEPOMUC, NC State PULSTAR).

7Kr enrichment and beam production

In the Phase II task, we will use a commercially available DD/DT neutron generator and a small
amount of "*Kr to generate a low-activity (<uCi) amount of 7’Kr. A liquid nitrogen bath will cool a
cold-finger below the freezing point of Kr and a small amount of 7Kr will be deposited on a cold-
finger inside a vacuum chamber

After irradiation, the "*Kr/”’Kr mixture is deposited onto a cold-finger surface in vacuum and cold
positrons will be magnetically guided towards a Scintillation/PMT detector. The experiment can also
be augmented with a cylindrical or mesh electrode used as a retarding potential analyzer to determine
the energy distribution, parallel to the magnetic field, of the emitted positron beam, although the
main purpose is to demonstrate production of a cold beam.

Mills Isotope Separation Testing

In the Phase I analysis, we determined that the Mills Method [35], using the difference in 7*Kr/”Kr
vapor pressure, was an efficient and lightweight means of ”Kr enrichment, although it has yet to be
demonstrated. Thus, a demonstration of the Mills method would satisfy key enabling technology #4.
Rather than use expensive 7*Kr, the Mills method can be demonstrated with natural abundance K.
Using a residual gas analyzer (RGA), we can measure the change in isotope distribution from natural
abundance. In this system, a series of heating elements surround a long tube immersed in a LN2 bath.
A commercially available He compressor provides the carrier gas in a controllable manner.
Spacecraft Reference Design

Phase II work will consider the entire spacecraft thermal state and the radiation environment and

determine the effect to performance and ARM-type mission accomplishment.

The thermal analysis completed in the Phase I work focused on the Kr blanket, which surrounded the
fusion volume to capture the largest solid angle of neutrons while allowing for extraction of the fusion
products for thrust. In order to maximize the absorption of neutrons, a liquid layer was chosen, which

requires a vessel at ~150 K. Thus, this tank would require thermal isolation from the fusion volume. It
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was determined that an interior gas-phase vessel or tank at elevated temperature and pressure surround
the fusion volume. While the Phase I work was able to show the feasibility of the nested tanks of
gaseous Kr and liquid Kr in near thermal isolation, thermal analysis considering a typical trajectory in
which the spacecraft would transit near radiating objects is a key next step. In addition, heat load from
neutrals and neutrons to the ion optics and source moderator will be considered. An overall thermal
model of the spacecraft subsystems, including the turbine-generator and radiator will be developed in
Phase II work.

Radiation Damage

Radiation damage of components was not considered in the Phase [ work. In Phase I, the radiation
spectrum; neutrons, photons, neutrals, and charged particles, would be investigated to estimate the
operation lifetime of critical components, in particular, those part of the Kr blanket and associated
equipment. As the fuel cycle is only limited by the amount of *Kr, mission duration and/or
performance may be increased should the radiation environment be found to be sufficiently benign.
Thus, an analysis of the radiation damage of critical components is a key step in defining the
maximum mission duration and ultimately performance.

Mission Application

The amount of mass which can be transported is the primary metric for any transportation
technology. In principle, our fuel cycle enables continuous performance without the requirement of
proximity to the sun. The reduced mass and increase performance of RPP over existing electric
propulsion allows for multiple ARM type missions, but also the possibility of an extended prospecting

type mission profile.
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Figure 73. Mission Concept Development

The focus of the Phase I work was to compare the proposed RPP propulsion system to the ARM
mission. Phase II work will consider the possibility of multiple ARM missions for a single RPP
powered spacecraft. This requires considering more complicated trajectories beyond the original ARM

mission.

Additionally, a prospector mission profile would be considered. Here, an instrument payload would
be included to analyze “on the go” to preferentially determine the best objects to capture. The analysis
would be based on an initial trajectory and include the possibility of excursions to objects of interest as
they presented themselves. Of particular note would be the addition of a return mass, which would

change as the mission progressed.

Integration and Regulatory

Integration of the subsystems, based on updated work on the key enabling technologies, will be
investigated to decrease the uncertainty on the reference vehicle SWAP. Following this work,
integration of the reference design into candidate launch vehicles will be analyzed.

In the Phase I analysis, a minimum activity of ?Kr was determined to start the fuel cycle (-2Cij). Since

the half-life of 7Kr is 35 hours, the amount of 7’Kr required to be loaded on the spacecraft prior to
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launch to LEO given typical launch scheduling will be determined in Phase II. The associated

regulatory procedures will be determined.
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Appendix A. Fabrication of dense Deuterium loaded thin-film
fuel

Recent work on dense states of Deuterium in metal substrates could lead to a further increase in the
positron/Deuterium overlap and therefore fusion rate, leading to a corresponding increase in thrust.
Ultra-dense Deuterium states on the surface and subsurface of Palladium have been reported by two
groups and correspond to a number density between 10%” and 10% cm?. [24-27]. In fact, the
University of Gothenburg group reported on laser induced fusion events in these dense states on the
surface of metals [28].

This work on dense Deuterium, in addition to carlier work on laser-initiated coulomb explosion in D
clusters [29] inspired us to not only experimentally verify these results using much improved particle
detection schemes, but also to investigate a regime of positron flux that can produce similar coulomb
explosion fusion process in dense D clusters and surface states. Utilizing these ultra-dense states results
in significantly higher thrust for a given amount of positron radioisotope by relaxing the conditions
necessary to produce a fusion burn (see section 3.2).

The propulsion system performance depends not only on the cold positron intensity, but also on the
fuel (Deuterium) density that can be achieved. In order to maximize thrust levels for a given amount
of positron source activity, a significant effort over the past year focused on creating dense Deuterium

clusters using a doped Iron-Oxide catalyst on a thin-film metal substrate.
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To this end, we developed a pulsed (5ns) laser (1,200 m]) time-of-flight (TOF) spectrometer
integrated with an ultra-high vacuum test chamber that included heated Deuterium catalyst injector
target, Scintillator / Photomultiplier Tube (PMT) and Microchannel Plate (MCP) detectors for fast
timing resolution of emitted energetic particles, as shown in Fig. 73. In these experiments, the laser
pulse ionizes the electrons in the Deuterium clusters, initiating a Coulomb Explosion (CE) process
where the ion cores repel each other. The energy of the resulting ions reveals the spacing between

adjacent ions in the Deuterium clusters.
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Figure 73. Experimental setup for Laser-TOF studies of dense Deuterium production.

Initial results indicate production of ultra-dense Deuterium (UDD) clusters with interatomic spacing
of several picometers (See Fig. 74 below). These experiments continue in order to optimize UDD
production based on several factors (mass flow rate, injector temperature, substrate geometry, etc).
This will allow us the possibility to create fuel densities several orders of magnitude higher than

standard ICF Deuterium targets and greatly increase propulsion system performance.
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Figure 74. TOF data from laser pulse spectrometer.

By changing the ion transit energy, we can determine mass as well as initial kinetic energy from the
coulomb explosion process. Ion optics inside the time of flight tube reject electrons, ensuring that the
measured ion energy range is between 100-800eV. 200 shot average, 1.2]/pulse. Fig. 74 above shows
data from single stack 50mm, fast anode, 40:1 gain MCP from Tectra, indicating interatomic spacing

in the range of a few pm.
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Figure 75. Charge to mass ratio TOF results from the D peak in laser.
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The data shown in Fig. 75 are the first charge-to-mass ratio measurements indicating 1-2amu particles
at 444¢V exiting clusters. These results seem to confirm the CE process results from references [25-
28].
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stability as a function of thermal environment and other factors relevant to the spacecraft environment

(ionizing radiation, surface contaminants).

Appendix B. Measurements of Annihilation Momentum

Transfer Probability

Our propulsion concept relies on the transfer of energy from positron annihilation to surrounding
dense Deuterium clusters, causing Deuterium-Deuterium (DD) fusion reactions. An experimental
measurement of this momentum transfer probability is key to determining feasibility of the
propulsion concept. An initial experiment has been conducted at Positron Dynamics’ Livermore lab to
determine the upper limit on the PCF cross section and momentum transfer probability. This

experiment used a low activity source (30uCi) of positrons.

Deuterium-Deuterium fusion reactions will release energetic (2.5MeV) neutrons and are a tell-tale

sign of fusion reactions. To measure the cross section for PCF reaction, a simple experiment was set
up to measure fusion neutrons from a low-activity positron source over the period of ~month. This
experiment was based on un-cooled Na22 radioisotope source of positrons surrounded by (50) Sum

Deuterium loaded Pd thin films. We make the assumption that all of the emitted positrons thermalize
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inside of the Pd films as the thermalization length of un-moderated positrons from Na22 is <250um.
The electrochemical/gas loading of Pd thin films produces approximately 0.7 loading fraction over
entire Pd volume, which means every positron is likely to diffuse to a defect site containing one or

more Deuterium atoms (saturation trapping).

Background runs were taken
over the same period
without the Na22 installed.

|
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Figure 76. Experimental setup for long counter neutron detection positron catalyzed

of PCF reactions. momentum transfer

probability per positron-
clectron annihilation of R=0.1, higher than predicted in reference [12]. The erratic, yet positive
neutron signal may be due to the neutron detection method (super heated droplet bubble type). More
tests are required (using higher activity source and higher density Deuterium) in order to reduce the
uncertainty, however, this cross section is more than sufficient for PCF to produce a viable propulsion

system.
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Figure 77. Measurement of the annihilation momentum transfer probability
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Appendix C. Positron Moderation Estimates

When positrons are born, they are extremely energetic or ‘hot’ (mean energy ~250keV) and thus,
difficult to control. One significant challenge to date is the ability to control these very hot positrons
using realistic electric and magnetic fields. Before the positrons can be used as such, they must be
cooled down to <keV energies in a process called moderation. The efficiency for the moderation
process to date has been <1%. Through a grant from the Thiel Foundation’s Breakout Labs, Positron

Dynamics has developed new methods to increase moderation efficiency by several orders of

magnitude [20], combining a technique called 8 8, z
Field-assisted-moderation [21-23] in wide | <<
bandgap semiconductor (Silicon Carbide) I Moderator Material
arrays with a charged particle extraction

Anode Material
technique using crossed electric and magnetic - fode Matena
fields (ExB drift). This moderator will allow ExBiflow Cathode Material

for production of intense and focused pulses of ®§

positrons that are able to deposit substantial ~ —  EHC-

amounts of power into fuel targets. ) )
Figure 78. Planar Array extraction concept.

In this moderation process, strong electric
fields applied to several layers of wide-bandgap semiconductor (GaAs or SiC) material cause thermal
positrons to drift toward moderator surfaces. Once the positrons are emitted, an external magnetic

field produces an ExB drift in order to extract cold positrons from between moderator surfaces.

80 . = . ; :

T
E x B field extraction, 50uCi Na22 source

go0 | MCP detector into oscilloscope, trigger -

2 6o - S0mV
:: ’ i 500 { 3 micron thick tungsten moderator, 4 layers
g 260keV ot Magnetic field constant 0.1 T {
2 —o— 1 MeV £ 400 - 7.
= MY 20 :
A0 b | —e— 3 Moy n se e
g —a— 5McV g 300 1 17 2° l e
g E +*%e B |
g "B 200 { eIl *
= 20 = T + % {
100 ‘i
X . 0 y . . ]
1 10 100 o 2 4 6 . o
Number of Layers Electric Field (kV /cm)
Fig. 79 Array moderator simulation results, using Fig. 80. Array moderator ExB extraction Proof of
SRIM and GEANT4 concept results.
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At our Livermore facility, Positron Dynamics created and tested

.. 75 . .
Salid " Kr several successful iterations of the moderator array. Above,

experimental results for ExB extraction in a Tungsten array moderator
fabricated on site. Next iterations will be constructed using

Cold Head . . . .
semiconductor fabrication techniques that guarantee structural
repeatability and consistency. These structures are produced at
Minnesota Nanofabrication Center (MNF) by JCap LLC, a

W Reflector FAM Moderator . .
contractor of Positron Dynamics, and successfully tested at our

Fig.81 SiC Moderator Array.  Livermore facility. We are continuing to push this technology towards
60% efficiency (see Fig. 79) by leveraging advanced manufacturing

opportunities at our existing contracted facility at MNF.

Appendix D. Ignition Models

On the fundamental level, the operation of the propulsion system is based on a positron annihilating a
Deuterium valence electron, leaving behind an energetic 1.02 MeV Deuterium ion (a deuteron). This
deuteron then undergoes collisions with the dense Deuterium fuel surrounding it. Some of these
collisions may be energetic enough for the two nuclei to fuse. Fusion can lead to a production of
tritium, or one of two isotopes of Helium. Fusion is an exothermic reaction, and hence it leads
additional heating of the fuel and additional fusion reactions. At the same time, processes such as
radiation, ionization, or the less energetic momentum transfer provide an energy loss mechanism. In
order for the fusion burn to sustain itself, the energy created by the fusion reaction needs to dominate
over the loss terms. To simplify the analysis, the annihilation process can be neglected, and we can
assume that a population of energetic deuterons is being injected into an initially cold Deuterium
layer. We can then use conservation equations to model the time evolution of species temperatures
and densities. If spatial variation is neglected, this model leads to a zero-dimensional approximation,
in which the control volume is a single “fusion cell”. This is illustrated in Figure 82. We consider the
rate of energy flowing into, and out of the system, and use it compute the evolution of temperatures
and densities of the material inside the cell. Due to the zero-dimensional nature, this setup does not

allow us to study processes that depend on spatial variation of properties, such as thermal conduction.
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Figure 82a. Control volume for a zero-d model

Conservation Equations
From kinetic theory of gases, it is possible to arrive at a relationship stating that the mean per particle

energy is
N
E;Y=—kT
(B =

where N is the number of degrees of freedom. Treating the hydrogen isotopes as a monoatomic gas

with N = 3,' we have the following energy balance for a species “j”

a 3 3 - - -

The term on the right-hand side includes various elastic and inelastic energy transfer terms. For a zero-

dimensional problem with no spatial variation, the divergence terms vanish, leaving us with

d (3
Egmmﬁ=%+%+g+%+&z@9j (1)

The terms on the RHS correspond to energy input from annihilation (a), fusion (f), elastic energy
transfer to other species €, line emission radiation (le), and ionization (i). The units of all terms are
J/(s - m®) = W/m3. Some terms, such as ionization or radiation, will be negative as they correspond
to energy loss. The partial derivative was replaced with a total derivative since there is no longer any

spatial dependence. Similarly, mass conservation,

! This assumption may not be a valid for the ultra-dense material of interest here, however, the equation of state for this
novel state of matter is an unexplored area.
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The term on the RHS captures the mass creation in chemical reactions, such as ionization. Besides the
five species indicated in Fig. 82a, a complete model should also include positrons (e™), electrons (e7),
and two isotopes of Helium, 3He and *He. However, the positrons only serve to produce the initial

population of deuterons through Deuterium valence electron - positron annihilation,

d+et ->dt+1.02MeV

This process can thus be skipped, reducing the number of equations by one. Electrons are not
modeled as we assume the system is quasi-neutral. This may not be a perfectly valid assumption, since
the fermion annihilation leads to a creation of ions without the corresponding neutralizing electron
charge. Helium is not modeled as it is the product of fusion and does not undergo additional
reactions of interest. We also terminate our simulation at an energetic ignition. The simulation is
initialized with the cell containing some prescribed density of Deuterium atoms,

ng(t = 0) = Mg mitiar
Tritium density is initially set to zero,

n.(0) =0

Temperatures is initialized to

T,(0) = T,(0) = 273K

We also assume that annihilation generates deuterons with uniform rate over some time period Tpeqm-
Nominally, Tpeqm = 50 ps but case with Tpegm = 400 ps was also run. We set an injection deuteron

density rate of change as

(nfinal)d+

(fl )d+ =
“ Theam

where (nfinal)d , is some desired annihilation-generated deuteron density after time Tpegm. (1g) g+

(units of m™3s71) and (nfinal)d+ (units m~3) are two simulation inputs. The simulation is run for
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Tsim = 2000 ps using 500,000 time steps. The deuteron injection switches off for t > Tjeqm. The

temperature at the end of the simulation can be used to determine if the fusion reaction occurred.

Integration Scheme

Implementing the above model reduces to writing algorithms for the energy source terms and using
some numerical algorithm to integrate Equations 1 and 2. These two equations can be combined into

a single vector form

“hy

d R
4 _ 3)
dt b
where
Mg+ T g+ [(2/3kp)(XS) a+]
nqTy (2/3kp)(XS)a
n Ty (2/3kp)(XS):
]? _ N+ T+ and b = (2/3kb')(25)t+
Ng+ ng
ng 'fld
nf Np+
U i ¢

This system can be integrated in time using the fourth-order accurate Runge-Kutta scheme, RK4. We

have
Ro=B(f),  fi=fe+ SRy
Ri=B(),  fi=F+5 R,
R=B(R), =g R

- -, 2 - - A - - - -
R3:b(f3), fk+1:fk+zt(R0+2R1+2R2+R3)

While explicit, this scheme is more stable than a simple first-order forward Euler scheme. It allows us
to utilize larger At time steps without introducing non-physical oscillations or negative densities or

temperatures.
Energy Source Terms

Implementing the solver then involves writing equations for the energy and density source terms

forming the RHS of Equation 3. In general, the energy sources rate is
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XS)j=Sqa+Sp+Se+S,.+S;

where the terms on the RHS correspond to annihilation, fusion, elastic (collisional) energy transfer
with other species, line emission radiation, and energy lost to ionization. These terms are now

described in detail.
Annihilation (D+ generation)

As noted earlier, annihilation is not modeled directly, and we use an inflow of energetic deuterons as a

heat term,

(S g+ = (Mg)g+ X 1.02MeV
This term is applied only to the d* population.
Fusion

Another source of energy is fusion, which is also the actual end goal of this model. There are three

reactions of interest:
1,T(d,n) *He: T+D-n+ *He+17.590 MeV
2,D(d,p)T: D+D-p+T+4.03 MeV
3,D(d,n) *He: D+D-n+ 3He+3.268 MeV
The chemical reaction rates (#/m™3) for these reactions could be written as

ke = ("tnd)<017)f1

kfz = (ndznd) (Uv)f3

kf3 = (ndznd) (017)f2

The factor of 1/2 arises from the fact that Deuterium is interacting with itself. In our model, the ion

and neutral species are however treated separately, giving us total of 10 equations.
kperar = (prng) (av)py
kfl,t+,d = (ng+ng) (017>f1
kfl,t,d+ = (ngng+) <Uv>f1

kfl,t,d = (n¢ng) (Uv>f1
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_ nd+nd+
ku,d+,d+ = ( 2 )(0'17)f2

ku,d+,d == nd+nd<0'v>f2

kfzaa = (ndznd) (ov)f,

nd+nd+
kf3,d+,d+=( 2 )(Uv)f3

kf3,d+,d == nd+nd<0'v)f3
NgNg
kf3,d,d = (—2 ) (Uv)fs
The (ov) term is a function of temperature, and for each pair, we use the higher value of the two
products, T = max(Ty, T) It is possible that a density averaged temperature is more appropriate.

This will be investigated as part of Phase II effort. The reaction rate (in (m3s ™) is given by Bosch
and Hale [2] in their equation 12:

(ov); =107° - C; - 64/8/(m,c2T?) exp(—3¢)

T(C, + T(Cy+TC))
1+ T(C3+ T(Cs +TC,))

(B3
f‘(@)

with T in keV. The coefficients are given by the authors in Table VII of their text. They are listed here
for completeness in Table 4. The (o) s, term for reaction 2 is visualized in Fig. 82b. As can be seen,
the rate becomes non-negligible only around T > 5 keV.

H:T/[l—

e

Table 4. Bosch-Hale reaction rate coefficients for reactivities in cm’/s.

Coefficient T(d,n)4He (1) D(d,p)T (2) D(d,n)3He (3)
B, (VkeV) 34.3827 31.3970 31.3970
m,c2 (keV) 1,124,656 937,814 937,814
C1 1.17302 x 10~° 5.65718 x 10712 5.43360 x 1012
C2 1.51361 x 1072 3.41267 x 1073 5.85778 x 1073
C3 7.51886 x 1072 1.99167 x 1073 7.68222 x 1073
C4 460643 x 1073 0.0 0.0
C5 1.350 x 1072 1.05060 x 107> —2.9640 x 107°
Cé6 —1.06750 x 10~* 0.0 0.0
Cc7 1.3660 x 107> 0.0 0.0
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Figure 82b. Visualization of the Bosch Hale (ov) term for the D(d,n)4He reaction

The reaction rates can then be used to write terms for the change of species number density,
(nf)d+ = —(kryetar +kppear + 2kppar v + kg gt g + 2kes gt gt + kps g+ a)
(flf)d = _(kf1,t+,d +kriea t kroata + 2kpaaa + kpsata + 2kf3,0,4)
("'f)t+ = —(kpyetar + kpreta)
(flf)t = —(kpyear + krrea) + (kpzatar + Kpzara + krz,aa)

Reaction 2, D(d, p)T produces tritium. This product is assumed to be born in the atomic form. The

ionization reaction, described below, subsequently creates tritium ions.

The energy released by each fusion reaction is distributed to the species based on the species density

fraction. We have
n;
(Sfl)j = z (kf1,t+,d+ + kfl,t+,d + kfl,t,d+ + kfl,t,d)(17.59OMeV)
n;
(SfZ)] = g (ku,d"',d"' + kfz,d""d + kled'd)(4.03MeV)

n.
(Sr3), = (kysav.ar + kpsata + kysaa) (3:268MeV)
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where j € [d*,d,t*,t] and n = (ng+ + ng + ng+ + ny) is the total density. The per-fusion energies
are listed for convenience only. The code calculates these based on reactant and product masses. Then

finally, the resulting energy term for each species is
(5r); = (Spa); + (S2), + (Sp2),
Line Emission Radiation

As excited atoms become de-excited, they emit photons with energy corresponding to the quantum
energy lost. This results in a characteristic line emission, with radiation limited to a few distinct
spectral frequencies. IAEA AMDIS website® provides total emission rates for various chemical
clements as a function of energy and density. For hydrogen, the tabulated data is given for pairs within
T, = [0.5,10%] ¢V and n, = [10'%,103°] m” limits. Since we do not model electrons directly, an
assumption was made that for each species we can use the atom / ion temperature for the T, term. All
contributions from bound-bound, bound-free and free-free radiative transitions are included in the
calculation. While experimenting with the data, we found that the rates can be collapsed into a
function solely of temperature by scaling the rates by the electron density. This plot is shown in Fig. 3
by the red line. The blue line shows the standard deviation of data for the given temperature across the
density range. We can see that for T, = 100 ¢V, there is almost no dependence on density, as the
normalized standard deviation is effectively zero. Even for T, = 10 ¢V we obtain a fairly good

approximation, with the error limit to under 50% of the mean value.

The data given by the red curve for T = 10 eV was tabulated and included in the model. Linear
interpolation is used for the intermediary values. Since these rates, 7, provide the normalized value per

density given in ergs, we obtain the corresponding power density term for the energy equation from
_ 10-7
Ste,j = r(Tj)nj 10

The factor on the RHS corresponds to the conversion 1 erg = 1077 J . This equation is applied to

cach species.

? hteps:/fwww-amdis.iaea.org/ FELYCHK/ZBAR/csd001.php
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Hydrogen Radiated Power Loss

2.50 - 7E-29
—8—std.dev / mean
—8— mean value - 6E-29 o 'E'
=2 0o
= 2.00 = =
o > g
e 5E-29 5 o™
.o D <
E 1.50 % é
. *
E’; AE-29 g =
& S8
= _ —.
g 1.00 3E-29 E %
E E .
= Q
= 2E29 —
=}
Z 050
1E-29
0.00 0
0.1 1 10 100 1000 10000 100000

Electron Energy (eV)

Figure 83. Line emission radiated power loss rates for hydrogen. Original data from AMDIS.

Bremsstrahlung Radiation

Another radiation loss is due to Bremsstrahlung radiation. This radiation arises in plasmas from
slowing down of charged particles as they interact with each other. This term IS NOT included in the
model since it appears the contribution is already included in the AMDIS line emission spectrum
above. But if needed, it could be approximated using a power density loss due to thermal effects

model given by Wikipedia as

b = Z*nn, eT,
b" 7 17.69 x 1018m~3]2 | k

Here Z; is the average ionization state of the ions.
Elastic Collisions

Energy transfer due to inter-species elastic collisions is given by Fife [134] as
N
Se.j = My Z Vir [(Ur =) + k(T = Tj)]
T
r
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Here species j is interacting with background species r. The first term arises from drag in gases with
species moving at different average streaming velocity. This term can be ignored since the species are

at rest. The second term is the random thermal energy transfer. We thus have
m.
— ]
Se = legkb Z Vik — (Tr - Tj)
mr
p-
Here vj,. = 1,(04y) is the collision frequency (in 1/s) for momentum transfer collisions. We use the

model of Bird (eq. 4.64) to approximate this rate as

1
= 1-w
kT, 2/ T
<O'17th)=4d7%ef< mref> (T f)
re

For molecular hydrogen Hs, Bird’s Appendix A gives dy.ep = 2.92 X 1071%m, w = 0.67, and Trer =

273.15 K. We use these same values in our model, but assume atomic hydrogen, with d; ;=

1.46 X 1071% m. The values for T and m are obtained by density averaging the two reacting species.
Ionization

Finally, ionization should be included since the release of an electron requires finite energy, and
ionization thus acts as another energy sink. Here we use a macroscopic approximate model based on
the Saha equation, which provides an expression for the ionization state of the gas. Specifically, it
relates the number density of atoms in ionization state “i” to those in the next ionization state “i+1” at

some temperature T. It is given by

ivile _ 2 Gis1 [_ €iv1 — Ei]
n; 2 g kpT

Here 4 is the thermal de Broglic wavelength of an electrons and is given by

h2
2mmykgT

with h and kg being the Planck and Boltzmann constants, respectively. The Ae = (€;41 — €;) term is

the energy required to remove the (i + 1)" electron. The degeneracy ratio is given for hydrogen3 as

% “Princeton U. A403 notes,” https://www.astro.princeton.edu/~gk/A403/ioniz. pdf
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Ji+1 =1
i

For hydrogen, which contains only a single electron, we have Ae = 13.603 ¢V4. We can write a
modified form of the equation by assuming neutrality n; = n, and defining total density n = ny +
n;. Therefore

n

=S
n—n;

or alternatively,
n?+ns—-ns=0

where

=2 [_ €iy1 ~ €

~ B g keT

We can then use the quadratic equation to obtain the electron density at some temperature

—Ss +Vs2 +4sn
2

(ni)saha =

The resulting ionization state is visualized in Fig. 5. The noise at higher values seems to be due to
numerical overflow errors. The ionization rate increases with temperature but decreases with density.
The density dependence is likely due to the increase in recombination events at higher densities. We
can see that for T, = 1000 ¢V, the Deuterium/hydrogen population can be expected to be fully

ionized.

* hteps://webbook.nist.gov/cgi/cbook.cgi?ID=C16873179&Mask=20
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Figure 84. Hydrogen ionization state per the Saha equation

In our model, the Saha equation is applied individually to Deuterium and tritium. For both species,

we compute

(nd+)saha — Ng+
At

(fli)d+ =
(M) = — () g+
and

(M¢+)sana — Ne+
At

(fli)t+ =

(M)e = —(fli)t+

Here ng+ is the deuteron density actually in the simulation and (ng+)sqnq is the density predicted by

the Saha equation. The corresponding energy loss is
(S)a = (M)g+ €
(S)e = (e - €

where €; = 13.603 ¢V is the hydrogen first (and only) ionization energy.
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Unfortunately, the above model tends to predict an instantaneous conversion of all neutrals to ions.
This can then result in a numerical instability, since the neutral density instantaneously drops to zero.
For this reason, a limiter was first implemented limiting the conversion to no more than 20% of the
neutrals per time step. Unfortunately, this did not resolve the instability issue and therefore ionization
is disabled in the Phase I set of simulations. Further investigation of ionization driven numerical

instabilities will be investigated in Phase II.
Final Form

Combining terms, we obtain
figr = (a)g+ + () o + (M) g+
Ng+ = (ﬁf)d + ()a
s = (0g) 4 + (1)
ne = (i), + (e
and
Sa+ = (Sada+ + (55) 4o + (Sda+ + (Sied g+
Sa=(Sa + (Sf)d + (Se)a + (Sieda + (Sa
Ser = (Sa)e+ + (S5) 4 + (Sder + (St
St = (St + (Sp), + (St + (Sie)e + (S):

2-D Ignition Model

An cffort was undertaken to implement a preliminary 2D hybrid fluid-particle simulation of the
ignition process. This simulation uses the hybrid Particle in Cell (PIC) method, with the dense
Deuterium modeled as a constant density background fluid, and ions, generated by the annihilation

process, as particles. The simulation was performed using the open source simulation code Starfish5.

5 Available at https://www.particleincell.com/starfish/

109



https://www.particleincell.com/starfish/

Fig. 85 shows the computational domain. The ions are injected into the simulation from a small circle
withr =102 matr = 0.1 kg/s. This mass flow rate was selected to obtain sufficiently high ion

number densities. Density of the background Deuterium was set to ng = 103! m-3. The simulation
mesh used 50 X 100 cells with uniform Ah = 107% m.
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Figure 85. Conceptual 2D simulation domain.
Collision Energy Transfer

The simulation uses the MCC scheme to perform ion-neutral collisions. In this scheme, particles collide
with a target “cloud”. Momentum exchange collision can be modeled by sampling a virtual particle
from the target population and then performing a standard binary collision between the two particles.
In standard MCC, the virtual particle is discarded post collision and there is no momentum or energy
transfer to the target population. Here a modification was made to allow for energy transfer. The
different between pre- and post- collision energy of the interacting particle is deposited to the target "S"
field. This is a new mesh-based quantity defined for fluid materials that stores the net energy density
rate, which forms the RHS of the energy equation,

0 (3 3 S 5

Starfish does not yet contain a detailed energy equation solver. This is something that is envisioned to
be completed as part of Phase II effort. Instead, the zero-dimensional model was implemented for

now. This form ignores the spatial derivative terms on the left and advances temperature per

d /3
5e (i) = 35
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